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Measurements of 14C in atmospheric CO2 have served as a powerful geo-

chemical tracer since the first observation programs began over 50 years ago. As

the nuclear weapons tests of the 1950s and 60s caused an enormous perturbation

to natural atmospheric 14C levels, tracking the response of 14C in CO2 provided a

measure of exchange rates between different regions of the atmosphere and between

the troposphere and the ocean surface and terrestrial biosphere. Early measure-

ments of 14C/12C, or ∆14C, in tree rings provided clear evidence that rising CO2

concentrations were due to human activities by revealing the dilution of 14C in the

atmosphere by the combustion of million year old fossil carbon, a process termed

the “Suess Effect”.

This thesis aimed to continue and expand the use of ∆14C in atmospheric

CO2 for investigating carbon cycle dynamics. Since much of the excess 14C derived

from nuclear weapons testing has been redistributed into oceanic and biospheric

reservoirs, trends and gradients in ∆14C of CO2 have diminished to levels that are

nearly commensurate with measurement precision at most laboratories. Develop-

ment of improved methods for ∆14C analysis by accelerator mass spectrometry at

Lawrence Livermore National Laboratory advanced measurement uncertainty to

±1.7 h.
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Application of the improved analytical procedures to an archive of CO2

samples from the Scripps CO2 Program produced 2-15 year monthly time series of

∆14C at seven global sampling stations. The high precision observations show vari-

ability in the secular trend of ∆14C that could enable new insights to the climatic

influences on CO2 exchange. Measurement of a shift in the ∆14C gradient between

the Northern and Southern Hemispheres since the 1980s also places constraints

on regional fluxes of carbon, with particular relevance to Southern Ocean dynam-

ics. The measurements presented here contribute significantly to the amount and

global coverage of recent ∆14C observations available to the community.

The thesis also demonstrates the application of ∆14C measurements for

identifying fossil fuel-derived CO2 in vertical profiles sampled by aircraft. Similar

measurements could be used to distinguish regional sources of industrial or bio-

spheric CO2 or to investigate the mixing of surface CO2 fluxes in the troposphere.
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Chapter 1:

Introduction

Through his careful measurements of atmospheric composition, Charles

David Keeling found that the concentration of carbon dioxide in air is increasing.

Hans Suess demonstrated that the added CO2 was derived from fossil fuels by

examining records of atmospheric radiocarbon (14C) stored in tree rings. These

two discoveries uncovered a “large-scale geophysical experiment,” in the words of

Roger Revelle, which has formed the basis of an interdisciplinary field of research.

Investigation of the exchanges of carbon driving the observed concentra-

tions of CO2 in the atmosphere has been carried out by hundreds of scientists using

various analytical techniques. We have learned that the amount of CO2 accumu-

lated in the atmosphere, the “airborne fraction”, is only about half of the estimated

CO2 emitted by the combustion of fossil fuels and by cement manufacture (Keeling

et al., 1976; Denman et al., 2007). The relative uptake of anthropogenic carbon by

the ocean and the terrestrial biota, and the specific regions where such processes

occur, are not yet fully understood.

Several tools have contributed to our understanding of global carbon

fluxes. Measurements of the ratios O2/N2 and 13C/12C in CO2, which are in-

fluenced more by terrestrial than oceanic CO2 exchanges, suggest that 50-75 % of

the CO2 removed from the atmosphere in the past 15-20 years has been taken up

by the ocean while the remaining fraction was incorporated into terrestrial biota

1
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(Ciais et al., 1995; Keeling et al., 1996; Battle et al., 2000; Manning and Keeling,

2006). Developments in atmospheric and oceanic transport modeling and data

assimilation have additionally aided in constraining the land-ocean partitioning of

CO2 uptake and in investigating the regions serving as net sources or sinks of CO2

(Fan et al., 1998; Bousquet et al., 2000; Gurney et al., 2002). However, uncer-

tainties in the land-ocean partitioning of CO2 sinks are roughly 25 % and regional

flux estimates often have uncertainties of ±100 % or more (Le Quéré et al., 2003;

Stephens et al., 2007). Innovation of different techniques to investigate carbon

cycling are urgently needed to improve our understanding and prediction of the

global response to continued anthropogenic emissions of CO2.

Radiocarbon, or 14C, in CO2 is a unique tracer of carbon fluxes. 14CO2 is

sensitive to the turnover rates of oceanic and biospheric carbon reservoirs, which

currently contribute key uncertainties to projections of future CO2 concentrations

(Sarmiento and Gruber, 2002; Friedlingstein et al., 2003). Radiocarbon measure-

ments also have the potential to help constrain estimates of CO2 emissions from

fossil fuel combustion. Estimates of fossil fuel emissions are currently formulated

using economic inventories (Marland et al., 2007), but it is likely such invento-

ries will become less reliable as CO2 emissions acquire value through government

regulation (Nisbet, 2005).

Applications of 14CO2 measurements to recent carbon cycle studies at

global or continental scales have thus far been limited by a lack of sufficient mea-

surement coverage and by small atmospheric gradients that are close to the mea-

surement precision available at most laboratories. This thesis has aimed to advance

the use of radiocarbon in studies of the carbon cycle through the achievement of

these goals:

1. Development of high precision measurements of 14C/12C, or ∆14C, in CO2

to enable detection of small atmospheric gradients

2. Analysis of an archive of CO2 samples from the Scripps CO2 Program to

describe global variability of ∆14C at clean air stations
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3. Identification of processes driving ∆14C variability and changing patterns of

∆14C

4. Demonstration of the use of ∆14C to identify fossil and biospheric additions

of CO2 in regional studies of carbon cycling

The following sections of the introduction provide background informa-

tion on radiocarbon and radiocarbon measurements and summarize the main find-

ings of the thesis chapters.

1.1 Background

Radiocarbon, or 14C, is a rare isotope of carbon, having an abundance

roughly 10−12 times that of 12C (Libby, 1946; Libby et al., 1949). Cosmic radi-

ation produces 14C naturally in the atmosphere through a cascade of reactions

forming neutrons that react with atmospheric nitrogen. The amount of cosmic

radiation entering the atmosphere is modulated spatially by the Earth’s magnetic

field and temporally by the activity of the Sun, where a more active sun shields

cosmic radiation and reduces natural 14C production in the atmosphere (Lingen-

felter, 1963). Cosmogenically produced 14C atoms form 14CO2, mostly by initial

formation of 14CO, which is oxidized to 14CO2 in a matter of months, but also by

a small amount of direct formation of 14CO2 (MacKay et al., 1963).

Radiocarbon decays with a half-life of 5730±40 years (Godwin, 1962).

Measurements of the extent of radiocarbon decay have provided a powerful means

of determining the age of carbon-containing material. The age of a carbon sample

refers to amount of time elapsed since that material became isolated from CO2 in

the atmosphere.

Measurements of 14C used for geochemical studies are usually reported in

∆14C notation (Stuiver and Polach, 1977). ∆14C is a measure of 14C/12C in part

per thousand deviation from the Modern Standard, defined using the reference

material “Oxalic Acid I”. ∆14C values incorporate two corrections. The first
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correction accounts for the decay of of a sample between the time of isolation from

the atmosphere and the time of analysis. For the CO2 measurements presented in

this thesis, samples that had been archived for 15 years decayed by approximately 2

h. The second correction is applied to account for mass dependent fractionation

using knowledge of the stable isotope ratio δ13C in the sample, which may be

measured in a contemporaneous sample. Samples are normalized to a δ13C level

of -25 h. ∆14C is thus approximated by:

∆14C =

(
R

Rs

e−λt − 1

)(
103 − 2

(
δ13C + 25

))
− 2

(
δ13C + 25

)
(1.1)

where R is the measured ratio 14C/12C and Rs is the ratio 14C/12C in the Modern

Standard. t is the number of years elapsed between sampling and analysis and λ is

the decay constant for radiocarbon: 8267 yr. Note that in this thesis geochemical

samples with age correction are expressed as ∆14C, as in Equation 1.1, whereas

Stuiver and Polach (1977) refer to geochemical samples with age correction as

simply ∆.

By utilizing the ∆14C notation, we can eliminate the influence of processes

that fractionate carbon isotopes based on mass. This transforms 14C into a unique

tracer that responds differently than CO2 concentration or δ13C to fluxes of carbon.

∆14C in atmospheric CO2 is only influenced by exchanges of carbon carrying a

∆14C signature that is different than the atmosphere. The ∆14C of carbon will

change by radioactive decay over the residence time of the carbon in the ocean or in

terrestrial organic matter. Fossil fuels present the extreme case where radioactive

decay has removed 14C entirely. Conversely, cosmogenic production of radiocarbon

creates 14C atoms but has no effect on 12C or 13C.

∆14C in CO2 changed substantially during the 20th century because of

two different anthropogenic perturbations. The first, as mentioned above, is the

dilution of 14C in the atmosphere by fossil fuel-derived CO2 containing only stable

isotopes of carbon. The second anthropogenic perturbation came from the period

of intensive testing of nuclear weapons during the 1950s and early 1960s, where the

production of excess 14C from numerous detonations nearly doubled the natural
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inventory. Nuclear power generation also contributes a small, but ongoing anthro-

pogenic source of 14C to the atmosphere. 14C currently produced by nuclear power

sources is thought to be small, however, these point sources may be important in

interpreting regional patterns of ∆14C in the Northern Hemisphere (Levin et al.,

2003, 2008).

1.2 Atmospheric measurements

The longest continuous record of ∆14C in CO2 began in 1954 at Welling-

ton, New Zealand (Rafter and Fergusson, 1957; Manning et al., 1990). Several other

measurement stations were instituted around that time, owing to the International

Geophysical Year in 1957 and monitoring of fallout from nuclear weapons testing.

The early measurements were conducted by counting decay rates of pure CO2

samples which were collected by absorption in alkaline solutions. This method of

sampling and analysis is still in practice by several laboratories (Levin and Kromer,

2004; Manning et al., 1990). Many other laboratories use accelerator mass spec-

trometry (AMS) to measure ∆14C. AMS measurement techniques are advantageous

as they require much shorter analysis times and much smaller carbon samples.

1.3 14C in carbon cycle studies

Natural 14C is a useful tracer of carbon in the earth system because it

serves as a clock recording the residence time of carbon in different reservoirs. For

instance, oceanic measurements of ∆14C in dissolved inorganic carbon have helped

to define large-scale oceanic circulation by demonstrating the age of water masses

in different regions (Stuiver et al., 1983).

Excess 14C from weapons testing has also served as a useful tracer. As

most 14C was initially deposited in the northern stratosphere, observing the rate

at which the pulse of excess 14C entered the troposphere provided a measure of the
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stratosphere-troposphere exchange time (Lal and Rama, 1966). Similarly, inter-

hemispheric exchange rates could be observed by comparing ∆14C in tropospheric

air from both hemispheres (Nydal and Lövseth, 1965; Lal and Rama, 1966). Stud-

ies have utilized atmospheric ∆14C observations (Hesshaimer et al., 1994; Naegler

et al., 2006), oceanic survey data (Broecker et al., 1985; Sweeney et al., 2007) or

both (Lassey et al., 1996; Krakauer et al., 2006), to estimate the air-sea exchange

time of CO2 and the oceanic uptake of anthropogenic CO2. Bomb-derived 14C

has also been utilized in estimates of biospheric carbon residence time, for indi-

vidual components (Trumbore, 2000) and for whole ecosystems (Goudriaan, 1992;

Randerson et al., 2002).

1.4 Continued interest in atmospheric measure-

ments of 14CO2

Though atmospheric gradients in atmospheric 14CO2 have greatly dimin-

ished since the conclusion of weapons testing, ∆14C in atmospheric CO2 is still

influenced by exchanges of carbon that are not well understood (Levin and Hes-

shaimer, 2000; Guilderson et al., 2000). Continued measurement of ∆14C in CO2

therefore has potential to produce new insights on carbon cycling, particularly for

fluxes that are important for predicting atmospheric CO2 concentrations in the

future.

The Suess Effect, whereby atmospheric 14C is diluted by fossil fuel emis-

sions, alters ∆14C in atmospheric CO2 on various scales. Observations of ∆14C

distinguish local additions of fossil fuel CO2, which may be used to estimate fos-

sil fuel emissions within a catchment area (Levin et al., 2003). Observations of

the secular trend in background ∆14C also has the potential to constrain global

fossil fuel emissions of CO2, providing an independent verification of economic

inventories (Nisbet, 2005).

An important influence on atmospheric gradients of ∆14C is the air-sea
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exchange of old waters depleted in ∆14C in the Southern Ocean (Levin and Hes-

shaimer, 2000). As the fluxes of CO2 in the Southern Ocean comprise signifi-

cant uncertainty in global carbon budgets and projections of CO2 concentration

(Friedlingstein et al., 2003), ∆14C observations in the atmosphere could provide

constraints on the dynamics of the Southern Ocean (Levin and Hesshaimer, 2000;

Randerson et al., 2002). Air-sea exchange in other regions of deep upwelling (i.e.

the Northwest Pacific) may also produce detectable influences on atmospheric

∆14C.

The turnover rate of the land biosphere is an important determinant of the

potential for terrestrial biota to serve as a sink of anthropogenic CO2. As the excess

14C absorbed by the terrestrial biosphere is released back into the atmosphere,

the rate and magnitude of this release will influence ∆14C in CO2 and provide a

measure of the average biospheric residence time of carbon (Caldeira et al., 1998;

Randerson et al., 2002).

High precision measurements of ∆14C in background CO2 with global cov-

erage continuing over long periods are an essential component to these applications

of ∆14C (Levin and Hesshaimer, 2000).

1.5 Achievements in measurement precision

Investigations of the carbon cycle using 14C have been instrumental to our

understanding of exchange rates and mixing of carbon through different reservoirs.

Measurements of ∆14C in CO2 will continue to provide insights to carbon cycling

as long as spatial and temporal gradients of interest can be detected by available

analytical techniques.

Through extensive testing and development of analysis procedures, we

have achieved routine measurement of CO2 samples with 1.7 h reproducibility

at the Center for Accelerator Mass Spectrometry (CAMS) at Lawrence Livermore

National Laboratory (LLNL). Early results of the method development were pre-
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sented at the 19th International Radiocarbon Conference in Oxford, UK in April

2006 and published in Radiocarbon in 2007.

Advances were made by introducing new reference materials for ∆14CO2

analysis and by conducting careful uncertainty analysis on repeated measurements.

The new reference materials, “Cyl-1” and “Cyl-2,” are CO2 extracted from two

compressed air cylinders that were filled with clean air from the atmosphere. The

usual reference materials used for ∆14C are composed of oxalic acid, wood and su-

crose. CO2 from whole air cylinders is similar in composition and undergoes similar

handling procedures as the CO2 from whole air flask samples. We found that anal-

ysis of the primary oxalic acid standard, OXI, introduced significant uncertainty to

the ∆14C measurements. Using measurements of “Cyl-1,” we developed an alter-

native normalization method to eliminate uncertainty contributed by OXI. Other

improvements to sample handling and analytical conditions additionally improved

the reproducibility of ∆14C in CO2.

The progress achieved in analytical and data processing techniques as part

of this thesis enables the detection of smaller gradients in ∆14C, as required to apply

contemporary measurements to carbon cycle studies. The measurement capability

we developed at LLNL can continue to be applied to samples from the Scripps

CO2 Program as well as other programs, including, for example, the Ameriflux

observational tower network. Our work can also assist other laboratories with

their own development of high precision measurements of ∆14C in CO2. We will

be formulating Chapter 2 into a publication to provide guidelines for other AMS

laboratories to incorporate whole air reference cylinders into their measurement

and data processing routines.
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1.6 Measurements from the Scripps CO2 Pro-

gram

The Scripps CO2 Program provided a unique opportunity to produce long

time series of ∆14C in CO2 by collecting and archiving pure CO2 samples from a

set of global sampling stations. This thesis presents measurements of ∆14C in 674

clean air CO2 samples from the Scripps CO2 Program. Monthly observations from

7 sampling sites were achieved, comprising 15 years of data at La Jolla, California, 7

years at Point Barrow, Alaska and the South Pole, 6 years at Kumukahi and Mauna

Loa, Hawaii and American Samoa, and 2 years at Palmer Station, Antarctica.

Measurements of ∆14C in CO2 from La Jolla since 1992 are presented

in Chapter 3. The secular trend and seasonal cycle of ∆14C is examined, and

influences on variability over these timescales are discussed.

Measurements of ∆14C in CO2 from all stations in the Scripps network

are presented in Chapter 4. Trends and seasonal cycles are compared between all

of the stations. The latitudinal gradient in annual mean ∆14C is presented and

discussed in reference to prior measurements of latitudinal differences.

These measurements have been presented at several conferences, includ-

ing the 14th WMO/IAEA Meeting of Experts on Carbon Dioxide, Other Green-

house Gases, and Related Tracer Measurement Techniques in Helsinki, Finland and

the North American Carbon Program Investigators Meeting in Colorado Springs

in 2007. We are currently preparing manuscripts to publish these observations.

1.7 Airborne measurements of 14C

Measurements of ∆14C were also performed on CO2 samples collected as

part of an airborne field campaign over Colorado in 2004: the Airborne Carbon in

the Mountains Experiment (ACME). These measurements, presented in Chapter

5, were included in an oral presentation at the American Geophysical Union Fall
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Meeting in 2006 and in a seminar to the San Diego State University Ecology and

Evolutionary Biology Department in October 2007. Chapter 5 is in preparation to

be submitted for publication.

Airborne sampling allowed observations of ∆14C in CO2 at surface levels,

through the boundary layer and up to the free troposphere in urban and rural

locations in Colorado. These measurements resolved vertical gradients in ∆14C

created by surface fluxes of CO2 and by diurnal mixing. By using ∆14C to dis-

tinguish and quantify the amount of the fossil fuel CO2 present at each vertical

level, we were able to identify air that experienced net biospheric uptake or re-

lease of CO2. Building on the measurements conducted here, airborne sampling

for ∆14C measurements in future studies could be employed to estimate regional

fluxes of biospheric and fossil fuel CO2, or to investigate vertical mixing of air and

the “rectifier” effect.

1.8 Contribution of the Scripps ∆14CO2 dataset

The achievement of new high precision time series of ∆14C in atmospheric

CO2 with global coverage will serve as a substantial contribution to the carbon cy-

cle community. This new dataset greatly expands the number of recent ∆14C

observations and provides the most extensive global coverage from a single labo-

ratory. Interpretation of these data with atmospheric transport modeling, simple

box diffusion models and by correlation with other carbon cycle tracers are likely

to improve our understanding of gross carbon fluxes from fossil fuel combustion,

Southern Ocean ventilation and the turnover of carbon in northern ecosystems.



Chapter 2:

Methods for High Precision

Analysis of ∆14C in CO2

ABSTRACT

Development of 14C analysis with precision better than 2 h has the po-

tential to expand the utility of 14CO2 measurements for carbon cycle investigations

as atmospheric gradients currently approach the typical measurement precision of

2-5 h. The Accelerator Mass Spectrometer (AMS) at Lawrence Livermore Na-

tional Laboratory (LLNL) produces high and stable beam currents that enable

efficient acquisition times for large numbers of 14C counts. One million 14C atoms

can be detected in approximately 25 minutes in modern samples, suggesting that

near 1 h counting precision is economically feasible at LLNL . Overall uncertainty

in measured ∆14C is larger than the counting uncertainty because of additional

uncertainty from sample handling and analysis. Measurements of replicate samples

of CO2 extracted from a whole air cylinder (Cyl-1) revealed that the additional

sources of uncertainty in the usual preparation and analysis procedures at LLNL

were considerable. We made various changes to improve the sample handling and

analysis procedures. A main source of uncertainty was found to be the poor re-

producibility in Oxalic Acid I (OXI) standard samples, which are used in data

normalization but prepared differently than CO2 samples. To eliminate the uncer-

11



12

tainty contributed by OXI, we replaced OXI with Cyl-1 in the data normalization.

We have additionally conducted experiments to test the extraction of CO2 from

whole air samples in slightly different flasks from the Atmospheric Oxygen Re-

search Group to enable measurement of ∆14C and δ13C at Palmer Station. The

improvements we have made at LLNL have successfully advanced the measurement

reproducibility to 1.7 h in ∆14C.

2.1 Introduction

The first measurements of 14CO2 in the atmosphere began in 1954, even

before atmospheric CO2 concentration was accurately known (Rafter, 1955). These

early measurements captured enormous changes in atmospheric 14CO2 during the

intense period of nuclear testing in the 1950s and 60s (Levin et al., 1985; Nydal and

Lovseth, 1983; Manning et al., 1990; Levin and Kromer, 2004). The addition of

bomb-derived excess 14C approximately doubled the natural atmospheric inventory

of 14C.

Excess 14C has since been distributed throughout the atmosphere and

into the oceanic and terrestrial biospheric carbon reservoirs according to natural

exchange processes. This redistribution has led to a steady decline in the spatial

and temporal gradients of 14CO2 in the atmosphere (Figure 2.1). The evolution of

tropospheric ∆14C has been measured throughout the past five decades and used in

many applications, including studies of atmospheric mixing, air-sea gas exchange

rates, oceanic uptake of anthropogenic CO2, and carbon turnover rates in various

ecosystems (e.g. Nydal 1968; Naegler et al. 2006; Trumbore 2000).

The main objective of this thesis work was to produce high precision time

series of ∆14C in atmospheric CO2, continuing observations from other laboratories

of the trend and variability in 14CO2 resulting from recent carbon fluxes. We have

measured ∆14C in archived CO2 that was sampled at a set of background air

stations as part of the Scripps CO2 Program, initiated by Charles D. Keeling.
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Figure 2.1: Records of atmospheric ∆14C. In red colors are measurements from
Fruholmen, Norway (Nydal and Lovseth, 1983), Vermunt, Austria and Jungfrau-
joch, Switzerland (Levin et al., 1985; Levin and Kromer, 2004). Measurements
from Wellington, New Zealand (Manning et al., 1990) are shown in light blue. Also
shown are measurements from this work at La Jolla, California and the South Pole,
Antarctica.

Figure 2.1 shows measurements of ∆14C in atmospheric CO2 conducted by several

laboratories, including measurements from La Jolla, California and the South Pole,

Antarctica that will be presented in later chapters of this thesis.

In the 1960s, seasonal and spatial gradients of 100-400 h were observed

in the atmosphere (Figure 2.1). Over the past 5 to 15 years, when samples began to

be collected for the Scripps CO2 archive, spatial gradients and seasonal variations

in background ∆14C have become much smaller, less than 10 h on an annual basis.

Though current gradients are small, variation in 14CO2 still reflects car-

bon exchanges with the atmosphere as different sources of CO2 have distinct 14C

signatures (Levin and Hesshaimer, 2000). The interest in ∆14C of CO2 for inves-

tigations of the carbon cycle today lies in the ability of 14C to trace fossil fuel

combustion sources of CO2 to the atmosphere, distinguish average turnover rates
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of carbon in terrestrial ecosystems, and quantify regional oceanic CO2 exchanges.

Measurements of atmospheric ∆14C may continue to be an important

tool in global and regional carbon cycle studies; however, their utility is limited

by measurement precision. Current precision in atmospheric 14CO2 analysis for

counting and AMS techniques at most laboratories is 2-5 h (Levin and Kromer,

2004; Meijer et al., 2006; Turnbull et al., 2007), similar to the seasonal and spatial

variability in some regions.

One of the goals of this dissertation work was to demonstrate improve-

ment of the ∆14C measurement reproducibility to a level that would enable better

resolution of small atmospheric gradients (< 2 h). Enhanced precision could

expand the use of 14C for identifying and quantifying carbon fluxes.

Improvement in ∆14C measurement precision first requires the detection

of a larger number of 14C atoms to reduce the Poisson counting uncertainty (1/
√
n).

Acquiring enough 14C counts for a counting uncertainty near 1 h increases the

AMS analysis time by a factor of four compared to a counting uncertainty of 2

h. Rapid 14C count rates are necessary to reduce the cost of such high precision

analyses. The High Voltage Electronics Corporation (HVEC) FN Tandem acceler-

ator facility at the Center for Accelerator Mass Spectrometry, Lawrence Livermore

National Laboratory (Davis, 1989; Davis et al., 1990), is capable of count rates be-

tween 500-1000 counts per second for modern samples of 25-80 µmol C (0.3-1

mg C). This is accomplished through a high efficiency cesium sputter ion source

(∼35% C− production efficiency) and wide-open beam transport that essentially

eliminates beam losses (Southon and Roberts, 2000; Fallon et al., 2007).

Counting uncertainty is not the only factor that limits the precision at-

tainable in radiocarbon measurements. Additional uncertainty may be introduced

during sampling, CO2 extraction and graphitization. Machine instabilities and dif-

ferences in the character and behavior of graphite targets during analysis will also

contribute to the AMS measurement uncertainty. We have attempted to identify

and remove some of these uncertainties by introducing several improvements to
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the standard procedures at LLNL.

Much of the reduction in measurement uncertainty at LLNL was enabled

by the implementation of new reference materials for 14C in CO2. These are

CO2 extracted from two whole air cylinders, “Cyl-1” and “Cyl-2”. The new CO2

reference materials are handled in exactly the same manner as similar reference

materials for stable isotope analysis at Scripps and in nearly the same way as

the CO2 from flask samples in the Scripps Program. These new materials allowed

uncertainties to be estimated by measuring replicate samples of reference CO2 that

undergo the same handling and analysis procedures as unknown CO2 samples.

We have realized significant methodological improvements in this work.

The major achievements have been:

1. The creation of new reference materials for ∆14C in CO2

2. The identification and minimization of several sources of uncertainty in sam-

ple handling, analysis and data processing

3. The establishment of a standard procedure for preparation and analysis of

high-precision ∆14C in CO2 samples at LLNL, including a new method of

data normalization

These advancements have enabled an overall measurement uncertainty of 1.7 h

in the Scripps CO2 samples.

A journal article outlining the early results and uncertainty analysis of

methodological improvements at LLNL was published in 2007 (Graven et al., 2007).

This chapter includes and expands on the material presented in the 2007 paper

and provides a more detailed description of the methodology developed specifically

for high-precision measurements of ∆14C in Scripps CO2 samples at LLNL. A new

method of data normalization is introduced, utilizing the Cyl-1 reference material.

Special treatment of early measurements that could not be normalized with Cyl-1

is outlined. This chapter also includes the results of several experiments testing
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different types of flasks for whole air sampling and investigating the potential for

a single 5 liter air sample to provide 2 separate samples of pure CO2.

2.2 Flask sampling

The Scripps CO2 Program uses 5 liter glass flasks to sample whole air at

background sampling stations. The flasks are evacuated in the Scripps laboratory

and then shipped to the sampling site. To collect an air sample, the evacuated

flask is exposed by opening the greased stopcock and waiting a few seconds for the

flask to fill to the local atmospheric pressure. At La Jolla 6 flasks are sampled at

once, at Mauna Loa, Samoa, and South Pole flasks are sampled in triplicate and at

Kumukahi and Point Barrow flasks are sampled in duplicate. Flasks are stored in

the shade to prevent photochemical degradation of the grease and may be stored

for several months before their return to the Scripps laboratory and subsequent

analysis.

2.3 Analysis of CO2 concentration

Upon return to Scripps, all flasks are analyzed for CO2 concentration

with an Applied Physics Corporation infrared gas analyzer. The measurement

uncertainty is 0.1 parts per million (ppm), where CO2-in-air reference gases are

calibrated by manometric measurements (Keeling et al., 2002). Replicate flasks

must agree within 0.4 ppm and must fall within 3-σ of the value projected by

a function combining an exponential trend, 4 harmonics, annual gain factor and

smoothing spline (Keeling et al., 1989), otherwise the flask samples are rejected.

2.4 Extraction of CO2 from flasks

Following analysis of CO2 concentration, the remaining whole air inside

a flask sample is used to produce a pure CO2 sample. The CO2 is extracted from
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Figure 2.2: Schematic of the vacuum manifold used to perform CO2 extractions
from whole air flask samples and from whole air reference cylinders at Scripps.

whole air cryogenically in the laboratory at Scripps. The extraction procedure uses

a glass vacuum manifold, depicted in Figure 2.2. The air is first dried with cold

traps immersed in a mixture of dry ice and ethanol. Then the air is passed through

a spiral trap immersed in liquid nitrogen at a flow rate of 0.2 L/min for 10 minutes,

producing a CO2 sample of 25-40 µmol C (0.3-0.5 mg C) from approximately 2 L

of air. An additional liquid nitrogen bath is placed around a U trap downstream

of the spiral trap (Figure 2.2) during the extraction to ensure that all CO2 is

removed. The flow rate is maintained by a control valve upstream of the spiral

trap using an MKS flow controller. After the 10-minute extraction is complete,

the remaining air is evacuated from the manifold. Then, the liquid nitrogen bath

is removed from the U trap and the spiral trap is heated to sublimate the frozen

CO2 sample. The sample is transferred into one of six Pyrex R© tubes by immersing

the Pyrex R© tube in liquid nitrogen. When the transfer is complete, the tube is

sealed by heating with a custom Ruska fusing system. Tubes are labeled with the

extraction number, sampling and extraction dates, fuser number and the user’s

initials. The CO2 samples contained in the Pyrex R© tubes are stored in a drawer

anywhere from a few days to over 15 years.
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2.5 Extraction of CO2 from reference cylinders

CO2 in whole air is stored in cylinders for continual use as a reference

material for both stable isotope and 14C analysis. Air from these reference cylinders

is extracted to produce pure CO2 samples using the same equipment as for the

flask samples. To adjust the vacuum line to receive air from a cylinder instead of

a flask, a section of glass tubing is removed and the vacuum line is connected to

the regulator of the reference cylinder using Synflex R© and copper tubing as shown

in Figure 2.2. The remaining steps of the extraction are executed in exactly the

same manner as the flask extraction. CO2 samples from reference cylinders are

also stored in Pyrex R© tubes for several weeks to years.

2.6 Reference cylinders for 14C

As part of this thesis work, two whole air cylinders were designated as

reference cylinders for 14CO2 analysis. These cylinders were filled with ambient air

at the Scripps Pier in La Jolla in November 2004. The air in both cylinders had

CO2 concentration of 380.5 ± 0.1 ppm. One cylinder, number 55280, was adjusted

by spiking with industrial 14C-dead CO2 in order to reduce the ∆14C of the air.

The other cylinder, number 00326, was not adjusted from its initial composition.

Stable isotope measurements conducted at SIO showed δ13C of -8.55 ± 0.03 h in

cylinder 00326 and -9.85 ± 0.03 h in cylinder 55280, after spiking.

The reference CO2 extracted from these cylinders is referred to as Cyl-1

for 00326 and Cyl-2 for 55280. The best estimate of ∆14C in Cyl-1 is 61.0 ± 2.4

h, from averaging repeated analyses of Cyl-1 in 121 samples. For Cyl-2, the best

estimate of ∆14C in Cyl-1 is 11.3 ± 2.4 h, from averaging repeated analyses of Cyl-

2 in 93 samples. The standard deviation in replicate measurements of Cyl-1 and

Cyl-2, 2.4 h, reflects the uncertainty in the absolute ∆14C in the reference CO2.

This scatter is not an accurate measure of the reproducibility of high-precision

CO2 measurements however, as measurements of the oxalic acid (OXI) primary
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reference material were found to have higher uncertainty than measurements of

Cyl-1 and Cyl-2. Section 2.11 will describe the measurement uncertainty in more

detail.

The 14C reference cylinders were initially filled to 1900 psi in November

2004. As of February 2007, 191 individual extractions had been taken from cylinder

00326 (Cyl-1) and 138 from cylinder 55280 (Cyl-2) with cylinder pressure greater

than 1500 psi remaining. 154 Cyl-1 samples and 111 Cyl-2 samples were analyzed

by accelerator mass spectrometry; 7 Cyl-1 samples and 7 Cyl-2 samples were an-

alyzed by stable isotope mass spectrometry. Presuming that 25 Cyl-1 and Cyl-2

samples will be analyzed annually, the air in these cylinders should last for more

than 10 years, providing a long term reference for high precision 14CO2 analysis of

Scripps CO2.

2.7 Graphitization and sample handling

CO2 samples are prepared for AMS analysis at CAMS. First, the CO2

must be converted to graphite or “graphitized.” Graphitization is achieved by

heating the CO2 sample with H2 gas and an iron catalyst at 570◦C for several

hours. The reaction takes place in Kimax R© NMR tubes, which are first baked in

a 400◦C oven for one hour. The tubes are then filled with 5.5 ± 0.3 mg iron powder,

which is weighed manually. The iron powder catalyst used for the majority of our

work was obtained from Alfa Aesar R©.

The vacuum manifold used at CAMS to transfer CO2 samples into graphi-

tization reactors is depicted in Figure 2.3. The manifold contains 12 individual

reactors (labeled d. in Figure 2.3), allowing 12 CO2 samples to be graphitized con-

currently. The reactor tubes with iron powder inside are placed on the vacuum

line and evacuated. The reactor tubes are then heated to 400◦C with 1 atm of H2

gas for 1 hour. This “preconditioning” step releases water and CO2 that may be

adsorbed on the iron powder and reduces any CO2 that is present into CO and
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Figure 2.3: Schematic of the vacuum manifold used to transfer CO2 samples into
individual reactors for graphitization at CAMS. The vacuum manifold contains 12
reactors which are configured in the same manner as the reactor pictured here.

CH4. The reactor is then evacuated, eliminating potential contaminants.

To transfer a CO2 sample from a Pyrex R© tube into a reactor for graphi-

tization, liquid nitrogen baths are used to freeze the CO2 sample into consecutive

components of the evacuated manifold shown in Figure 2.3. First, the Pyrex R©

tube containing the CO2 sample is placed in the bellows (labeled a. in Figure

2.3) and the entire vacuum manifold is evacuated. Once vacuum is achieved, the

Pyrex R© tube is broken, and the CO2 sample is expanded over a isopropanol-dry

ice cold trap (b. in Figure 2.3) to freeze any water that may be present. Since the

air samples are dried during the CO2 extraction at Scripps, there is normally very

little water to remove in this step. Then, the sample is frozen into a glass tube

with a known volume (c. in Figure 2.3). 2 minutes are allowed to ensure the CO2

is completely frozen and the manifold is evacuated once again to remove any non-

condensable gases that may be present and that could interfere with the completion

of the graphitization reaction. There are usually no measurable non-condensable

gases in the Scripps samples. When a couple of samples did exhibit the presence of

non-condensable gases, it indicated that the Pyrex R© tubes had been compromised

and the CO2 samples contaminated. After evacuation, the sample is allowed to

sublimate within the known volume and the pressure is noted, allowing a measure

of the size of the CO2 sample. Usually, the Scripps samples are about 40 µmol C
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or 0.45 mg C, with slightly smaller samples from the high altitude sites at Mauna

Loa and South Pole. The CO2 is then transferred into a reactor (d. in Figure 2.3)

by freezing into a liquid nitrogen bath. Once all the reactors are filled with CO2

samples, H2 gas is added to each reactor in an amount adjusted to each reactor

to achieve a stoichiometric ratio of 2.1 mol H2/mol C. The graphitization reaction

proceeds by heating the reactors to 570◦C for at least 1.5 hours to as long as 7

hours. The graphitization time depends on the time of day the reaction is started

and how many samples are waiting to be graphitized. Each reactor is attached to

a small Kimax R© NMR tube (e. in Figure 2.3) filled with magnesium perchlorate

to trap the water that evolves as the CO2 is reduced to graphite.

Reference CO2 from cylinder air, Cyl-1 and Cyl-2, is graphitized in exactly

the same manner as the CO2 from flask samples at CAMS. Each Cyl-1 or Cyl-2

CO2 sample is transferred into a single reactor, producing one graphite sample.

Additional 14C reference materials are prepared at CAMS using slightly

different procedures. Oxalic acid materials OXI and OXII are commonly used

standards in most radiocarbon laboratories. For a short time barleymash mate-

rials VIRI A and C were also used as reference material. Both oxalic acid and

barleymash materials must be combusted to form CO2. Before combustion, the

barleymash first undergoes an acid-base-acid pretreatment. Combustion proceeds

by heating a batch of the material in a 900 ◦C oven in the presence of copper oxide.

Each combustion batch produces 300-500 µmol C (4-6 mg C) in CO2 gas. After

introducing the CO2 gas into the bellows of the vacuum manifold in Figure 2.3 the

CO2 is split by expanding the gas into a larger volume (not shown in Figure 2.3),

allowing 2 minutes to isotopically equilibrate, then transferring an aliquot from

the larger volume into a reactor. Reactors are filled to approximately 40 µmol C

(0.5 mg C) by transferring 1-3 aliquots of CO2. Each combustion batch is split

into 5-12 individual graphite samples.

Aluminum target holders are used to hold the resulting graphite samples,

which are a mixture of graphite and iron powder. The target holders are aluminum
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cylinders approximately 1 cm in diameter and 3 cm in length with a 0.052” diameter

hole drilled 0.120” into the conically recessed top. The graphite-iron sample is put

into the target holder by carefully tapping the glass reactor to drop the graphite-

iron sample onto the top of the target holder and using a drill stem to pack the

graphite-iron sample into the hole of the target holder. The drill stem is cleaned

using sandpaper before transferring each sample. The graphite-iron samples are

then pressed into the aluminum target holders using a sample press to ensure

consistency in the compaction of the graphite-iron samples. The sample press has

a digital pressure gauge. The relationship between the pressure at the head of

the drill stem and the gauge pressure has not been determined, restricting the

specification of a compaction pressure though still enabling consistency in sample

compaction. The gauge generally reads between 9 and 20 at atmospheric pressure.

The samples are pressed until the gauge reads 300-400, where the particular value

is determined by the user at the beginning of the pressing session. Usually, at least

20 samples are pressed in one session. The user inspects the pressed graphite-iron

sample under a microscope to ensure consistency has been achieved and that the

sample is pressed firmly enough. A firmly pressed graphite-iron sample has a silver

sheen when viewed under a microscope. A graphite-iron sample that is not pressed

firmly enough appears black and might have a slight silver sheen; a graphite-iron

sample that is pressed too firmly appears silver but grainy. The graphite-iron

sample, inside the aluminum sample holder, is referred to as a “target.”

During the initial stages of this work, graphite-iron samples were manu-

ally pressed into the aluminum target holders using a drill stem and a hammer.

The change to a sample press occurred in the spring of 2006 as one of several

changes intended to reduce uncertainty and improve consistency in the processing

of CO2 samples (described in Section 2.10).

After pressing, the targets are wrapped in aluminum foil. The foil-

wrapped targets are usually analyzed within 5 days of pressing; however, some

targets were stored for approximately 2 weeks. Previous experience of T. Guilder-
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son at CAMS has demonstrated that a few weeks of storage time does not affect

the measured ∆14C in the graphite.

2.8 Accelerator Mass Spectrometry

Analysis of ∆14C was conducted using the HVEC FN Tandem accelerator

facility at CAMS (Davis, 1989; Davis et al., 1990). A schematic of the accelerator

configured for 14C detection is pictured in Figure 2.4. The analysis proceeds by

thermal ionization of the graphite sample with a cesium sputter source. The iron

powder that served as a catalyst during graphitization now serves as a heat con-

ductor and a source of electrons for ionization. The cesium source at CAMS has

particularly high production efficiency of approximately 35% (Fallon et al., 2007),

which refers to the number of 14C− ions output from the source divided by the

total number of 14C atoms in the sample. The 14C− and 13C− atoms generated

in the source are injected by the low energy mass spectrometer into the tandem

accelerator in sequential pulses. The center of the accelerator is held at +6.5 MV

where the negative ions are impacted onto a carbon foil. This impact breaks up

any molecular isobars of 14C− and 13C− and strips electrons from 14C− and 13C−

ions. Positive ions are accelerated out of the tandem and 14C4+ and 13C4+ are

selected by the high energy mass spectrometer. The 13C4+ ions are directed into

an off-axis faraday cup. The 14C4+ ions proceed down the beamline, where they

are further selected for specific charge, mass and velocity by a rigidity filter and

a velocity filter. 14C4+ ions are detected by the ionization of an argon-methane

gas mixture. The relationship between the rate of energy loss and total energy of

the incoming ion characterizes the ionization caused by 14C4+. A small amount of

14N4+ and 7Li2+ ions may also enter the ionization chamber (Lloyd et al., 1991),

however these ions can be identified by the expression of a different relationship

between the rate of energy loss and total energy.

The large facility at CAMS enables wide-open beam transport that es-
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Figure 2.4: Schematic of the accelerator mass spectrometer at CAMS used for 14C
analysis (modified from Davis et al. 1990).

sentially eliminates beam losses (Southon and Roberts, 2000; Fallon et al., 2007).

This efficiency in beam transport together with the highly efficient cesium source

enables count rates between 500-1000 counts per second for modern samples of

25-80 µmol C (0.3-1 mg C).

To perform the AMS analysis, targets are placed in a sample “wheel.”

Each wheel constitutes an individual batch of samples that are analyzed together.

An example of a wheel of samples is given in Table 2.1. Table 2.1 shows the position

of the target, the name of the sample, the minimum and maximum number of

counts to be acquired in one sputtering period (Min. Cts. and Max. Cts.), as

well as the maximum amount of time for a sputtering period (Max. Time). The

information listed in Table 2.1 is the input to the software that controls sample

changing during the AMS run. Measurements of 14C4+/13C4+ ratios are acquired

by counting 14C4+ atoms in the detector and by measuring charge collected in

the faraday cup from incident 13C4+ atoms. The graphite samples, or targets, are

sputtered in periods of ∼50-90 seconds, where a period lasts until 50,000 14C

counts are recorded in the detector (Max. Cts., Table 2.1). The targets are

sputtered sequentially and the wheel is cycled at least 20 times to perform 20

sputtering periods and acquire one million counts on each target (Min. Reps.,

Table 2.1). The integrated 14C/13C ratio is recorded for each sputtering period.
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The Warm-up is the number of seconds to wait after beginning sputtering before

starting to record data. The Precision gives a minimum in the standard deviation

of the raw 14C/13C ratios between sputtering periods. Up to 4 additional periods

(Max. Reps., Table 2.1) may be performed on a target if the standard deviation

in the target’s 14C/13C ratios over the 20 periods exceeds 0.7% (Precision, Table

2.1). This is usually only necessary for one or two targets in each wheel due to

an outlier or a low ratio in the first one or two sputtering periods as the target is

warming up. A standard deviation of 0.7% in the 14C/13C ratios of a CO2 sample

translates to a standard error of 1.0-1.5 h in ∆14C after averaging over 20 cycles

and normalizing to OXI. A target is specified as Kind “S” for the OXI standard

and “U” for all other targets. The “S” designation regulates that OXI targets

will continue to be analyzed as long as any other target requires more sputtering

periods. This is to ensure that there are enough OXI measurements as necessary

for the normalization procedure.

The first position on the wheel contains a used target that will be sput-

tered as the AMS is warming up and anytime the AMS is on but sputtering of

an actual sample is not desired. The 5-8 positions after the first target are filled

with reference materials that are used to tune the AMS. These reference targets

will be sputtered 4-6 times and their ratios will be checked against known values

before starting the analysis of actual samples. They will also be used to check the

tuning periodically and to re-tune if changes to the electrostatic lens settings need

to be made or if the carbon foil inside the accelerator needs to be changed. The

rest of the wheel contains at least 6 OXI targets and at least 3 OXII, 3 Cyl-1 and

3 Cyl-2 targets scattered regularly around the wheel. Approximately 15 unknown

CO2 samples are placed on each wheel, interspersed with the reference targets.

The first 15 wheels analyzed as part of this work were filled with close to

64 targets, utilizing all the slots on the wheel. As part of a set of methodological

changes that were implemented in the spring of 2006, the number of targets on

each wheel was reduced to approximately 30. Decreasing the number of targets
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Table 2.1: Example of a wheel loaded for high precision 14CO2 analysis.

Sample Min. Max. Max. Min. Max. Precision

Position Name Cts. Cts. Time Reps. Reps. Warm-up (%) Kind

1 Junk 100 15000 200 3 4 20 5 U

2 OXI 100 30000 200 3 4 10 0.8 U

3 OXI 100 30000 200 3 4 10 0.8 U

4 OXII 100 30000 200 3 4 10 0.8 U

5 ANU 100 30000 200 3 4 10 0.8 U

6 TIRI Wood 100 30000 200 3 4 10 0.8 U

7 OXI 100 30000 200 3 4 10 0.8 U

8 OXI 100 30000 200 3 4 10 0.8 U

9 OXI 100 50000 200 20 24 15 0.7 S

10 OXII 100 50000 200 20 24 15 0.7 U

11 Cyl-2 100 50000 200 20 24 15 0.7 U

12 Cyl-1 100 50000 200 20 24 15 0.7 U

13 Sample 100 50000 200 20 24 15 0.7 U

14 OXI 100 50000 200 20 24 15 0.7 S

15 Sample 100 50000 200 20 24 15 0.7 U

16 OXII 100 50000 200 20 24 15 0.7 U

17 Sample 100 50000 200 20 24 15 0.7 U

18 Sample 100 50000 200 20 24 15 0.7 U

19 OXI 100 50000 200 20 24 15 0.7 S

20 Sample 100 50000 200 20 24 15 0.7 U

21 Cyl-1 100 50000 200 20 24 15 0.7 U

22 Sample 100 50000 200 20 24 15 0.7 U

23 Sample 100 50000 200 20 24 15 0.7 U

24 OXI 100 50000 200 20 24 15 0.7 S

25 Sample 100 50000 200 20 24 15 0.7 U

26 Cyl-2 100 50000 200 20 24 15 0.7 U

27 OXII 100 50000 200 20 24 15 0.7 U

28 Sample 100 50000 200 20 24 15 0.7 U

29 Sample 100 50000 200 20 24 15 0.7 U

30 OXI 100 50000 200 20 24 15 0.7 S

31 Sample 100 50000 200 20 24 15 0.7 U

32 Cyl-2 100 50000 200 20 24 15 0.7 U

33 Sample 100 50000 200 20 24 15 0.7 U

34 Sample 100 50000 200 20 24 15 0.7 U

35 OXI 100 50000 200 20 24 15 0.7 S

36 Sample 100 50000 200 20 24 15 0.7 U

37 Cyl-1 100 50000 200 20 24 15 0.7 U

38 Sample 100 50000 200 20 24 15 0.7 U

39 Sample 100 50000 200 20 24 15 0.7 U

40 Spare OXI 100 50000 200 20 24 15 0.7 S
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was intended to reduce uncertainty by cutting the length of time of analysis to

reduce the instrument drift encountered on each wheel and to reduce the amount

of time between sputtering periods for each target (see Section 2.10).

2.9 Data processing

The data acquired during AMS analysis is processed using custom soft-

ware at LLNL. The data processing normalizes the raw data using measurements

of the OXI standard targets. It then calculates a weighted mean over all the

sputtering periods of each target. Uncertainty in the normalized mean ratio is

calculated from both the counting uncertainty and the variance across sputtering

periods, incorporating a propagation of error from the OXI measurements. These

normalized ratios and uncertainties are used to calculate ∆14C. The equations in

this algorithm were developed by John Vogel at LLNL.

Much of the data reduction is performed at CAMS using the custom soft-

ware “Fudger.” The Fudger software calculates normalized ratios and uncertainties

and allows the user to view the measured ratios graphically. The user can mark

particular sputtering periods that appear to be outliers by a simple mouse click.

The sputtering periods that are marked out by the user are then omitted from

the calculation of the final normalized ratio, R, and in the case of OXI sputtering

periods, not used in normalization.

First, the operator visually inspects the raw 14C/13C ratios (r) in all

sputtering periods of each target to identify any gross outliers. The operator also

visually inspects the normalized ratios (R) according to:

R =
r

rstd
(2.1)

where rstd is the mean of r in the OXI targets used to normalize each sputtering

period. Usually the 6 bracketing OXI targets are used in normalization, which are

the 3 OXI targets run most immediately before and after. The normalization to

bracketing OXI targets largely cancels a small amount of drift in r in all samples
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during analysis. Usually < 1% drift in r is observed over the ∼14 hour course of

measurements. R tends not to drift unless there is a problem with a particular

target.

Frequently, the first 1-3 sputtering periods in a particular target will

appear to have low values of r and R. This indicates that the target has not yet

sufficiently heated up. These sputtering periods marked out in the data reduction

and additional sputtering periods may be performed. Occasionally, a sputtering

period that occurs later in the analysis will appear to have r and R that is very

high or very low which may be identified as an outlier. These outliers may occur

when the optimal tuning parameters in the AMS lenses have shifted during the

course of the run or when there is a problem with the graphite target. Outliers

may also occur randomly.

The uncertainty in the measured raw 14C/13C ratio (r) for an individual

sputtering period (σ) is given by the Poisson uncertainty:

σ =
r√
c

(2.2)

where c represents the number of 14C counts recorded during the sputtering period

and is usually a little over 50,000.

To calculate the uncertainty in the normalized ratio (R) for an individ-

ual sputtering period, σnorm, the uncertainty in rstd must be accounted for. The

uncertainty in rstd, σstd, is given by the larger of either the deviation in the rstd:

σstd =

√√√√√ n∑
i=1

((rstd)i − rstd)2

n(n− 1)
(2.3)

or the total standard error:

σstd =

√
n∑
i=1

(σstd)2
i

n
(2.4)

where (σstd)i is the uncertainty in the ith OXI sputtering period calculated by (2.2)

and n is the number of OXI sputtering periods used for normalization, usually 6.
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The larger of either (2.3) or (2.4) is then used to calculate the uncertainty in R:

σnorm = R

√(σ
r

)2

+

(
σstd
rstd

)2

(2.5)

To produce the mean normalized ratio for an individual target, R, the

results from all sputtering periods are incorporated via a weighted mean:

R =

n∑
i=1

Ri

(σnorm)2i

n∑
i=1

1
(σnorm)2i

(2.6)

Here, the sum is performed over the n sputtering periods of the target.

The uncertainty in R is calculated as both a counting uncertainty, σCnt,

incorporating uncertainty due to the Poisson counting uncertainty and OXI nor-

malization, and as a standard error, σStdErr, which quantifies the scatter between

R measured in all sputtering periods. σCnt is given by:

σCnt =

√√√√√ 1
n∑
i=1

1
(σnorm)2i

(2.7)

and σStdErr is given by:

σStdErr =

√√√√√ n∑
i=1

(
Ri −R

)2

n(n− 1)
(2.8)

The R, σCnt and σStdErr are the values that are used in the calculation of ∆14C

and the measurement uncertainty of ∆14C for each target.

The preceding steps are generally carried out using the Fudger software.

The Fudger software can produce several datafiles including a “clean” file, which

includes a table of all of the raw data that were not marked as outliers by the user,

and a “norm” file which includes only the R, σCnt and σStdErr for each target. For

the processing of high precision CO2 data, the “clean” file produced by Fudger

was imported into Matlab and processed with a script incorporating the equations

above to calculate R, σCnt and σStdErr (See Appendix A.1).
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The next step is to calculate ∆14C and the internal uncertainty in ∆14C

for each target from R, σCnt and σStdErr. The ∆14C notation accounts for de-

cay that has occurred while the sample has been stored and corrects for mass-

dependent fractionation to a reference level of -25 h in δ13C (Stuiver and Polach,

1977). The “Modern” standard is defined as 95% of the activity of OXI in 1950,

corrected to -19 h (Stuiver and Polach, 1977).

To convert the R for each sample into ∆14C, the “Fraction Modern”

(FM) is first calculated as:

FM = 1.0200
R− b

(1 + δ13C/103) (1− b)
(2.9)

The coefficient 1.0200 accounts for the assignment of the “Modern” standard as

95% of OXI in 1950, for the δ13C value of -19 h in OXI and for the normalization

of the sample to -25 h, as will be demonstrated in Section 2.15.1 (Stuiver and

Polach, 1977; Southon, 1989). The subtraction of the parameter b accounts for the

background level of 14C (Brown and Southon, 1997); b is 0.0015 for modern CO2

measured at LLNL. For the Scripps CO2 samples, δ13C was measured at Scripps

on CO2 from concurrently sampled air samples.

∆14C is then calculated from FM using the date of sampling (ys) and

date of analysis (ya) to correct for decay:

∆14C = 103

(
FM exp

(
(1950− ya)− (ys − ya)

8267

)
− 1

)
(2.10)

The internal uncertainty in ∆14C, σInt, is calculated using the greater of the count-

ing (σCnt) or standard error (σStdErr) calculated above. The background 14C level

is also incorporated into the uncertainty:

σInt = 103FM

√√√√(max(σCnt, σStdErr)

R

)2

+

(
0.0005

(
R− 1

)(
R− b

)
(1− b)

)2

(2.11)

Usually the standard error of the normalized ratios is slightly higher than the

counting uncertainty. The calculation of FM , ∆14C and σInt is also conducted in

Matlab (see Matlab script in Appendix A.2).
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σInt is largely determined by the total number of 14C atoms detected

during analysis and the variability of the normalized 14C/13C ratios in different

sputtering periods, characteristics that only incorporate the analytical precision

within a single wheel of samples. σInt therefore does not indicate the amount of

total measurement uncertainty in ∆14C for a particular target because it does not

include the uncertainty added when targets are analyzed on several wheels. As

the following sections show, the between-wheel uncertainty at CAMS was found

to be substantial and required additional analytical improvements and changes to

the data reduction procedures.

2.10 Modifications implemented for high preci-

sion 14CO2 analysis

The aim of this Ph.D. work to initiate and conduct ∆14C analysis of

Scripps CO2 samples with precision of better than 2 h required us to extend the

usual analytical protocol and push the limits of the AMS measurement capabilities

at CAMS. Regular sample processing at CAMS involves many types of sample

materials which are analyzed at 3-5 h precision. To attain higher precision with

the Scripps CO2 samples, we began by analyzing samples using standard practices

at CAMS and simply increasing the analysis time in order to attain more 14C

counts and thereby reduce the counting uncertainty.

Counting uncertainty is not the only factor that limits the precision at-

tainable in radiocarbon measurements. Additional uncertainty may be introduced

during sampling, CO2 extraction and graphitization. Machine instabilities and

differences in the character and behavior of graphite targets during analysis will

also contribute to the AMS measurement uncertainty.

A preliminary study at CAMS in 2003 collected near 1 million 14C counts

on samples of oceanic dissolved inorganic carbon. The samples were split into 2

targets for analysis and generally showed better than 1 h agreement. 33 pairs of
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Figure 2.5: Measured ∆14C in Cyl-1 and Cyl-2 during analyses conducted over 9
wheels in 2005 and one wheel in 2006. Error bars show σInt, as calculated by 2.11.
The solid line shows mean ∆14C and the dashed lines show 1-sigma deviation from
the mean, 61.3 ± 3.4 h for Cyl-1 and 11.5 ± 3.4 h for Cyl-2.

targets were analyzed, ranging in value from ∼0 h to -240 h (Guilderson et al.,

2006). This preliminary work showed promise for high-precision measurements

at CAMS, suggesting that additional sources of uncertainty other than counting

uncertainty were small.

However, measurements of Cyl-1 and Cyl-2 targets conducted in 2005 and

early 2006 revealed that the reproducibility of ∆14C of Cyl-1 and Cyl-2 at CAMS

was worse than expected from the reduction in counting uncertainty achieved by

acquiring more 14C counts. Over 10 wheels, the standard deviation in Cyl-1 was

3.4 h and the standard deviation in Cyl-2 was also 3.4 h. Figure 2.5 shows all

measurements of Cyl-1 and Cyl-2 in 2005 and one wheel in March 2006, separated

by wheel. The average σInt for these analyses was 1.2 h. These analyses clearly

demonstrated that a substantial amount of uncertainty was added to the internal

uncertainty during handling and analysis of CO2 samples.

Noting the poor reproducibility of the cylinder CO2 reference materials in

2005, we adjusted several aspects of the sampling handling and analysis procedures
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at CAMS to eliminate potential sources of uncertainty. The specific changes we

have made to the standard procedures at LLNL for high precision sample prepa-

ration and analysis are:

• Selecting a batch of iron catalyst from Alfa Aesar R© that produces finer,

looser graphite. The use of finer graphite reduces the possibility of spatial

inhomogeneities in the isotopic concentration of the graphite and homog-

enizes the graphite-iron distribution in the target, producing more regular

heating of the target in the ion source.

• Weighing the iron catalyst to 5.5 ± 0.3 mg to provide a more consistent ratio

of graphite to iron than is possible from approximating the amount of iron

with a measuring spoon.

• Replacing dry ice-isopropanol cold traps with magnesium perchlorate in the

graphitization reactors. The magnesium perchlorate provides lower water va-

por pressure in the reactor. In addition, the risk of contamination is reduced

because less dry ice is exposed to the laboratory air, decreasing the ambient

CO2 concentration and increasing its ∆14C.

• Compacting graphite samples to a constant pressure using a sample press to

eliminate the differences in consistency of manually pounded graphite.

• Reducing the number of targets in each wheel from 55 or more to 30 to de-

crease the total analysis time for each wheel and, thereby, reduce the amount

of instrument drift experienced over the measurement of a wheel.

• Eliminating the designation of groups in analysis. Analysis of targets on a

single wheel is then more comparable because the OXI targets used to nor-

malize are the same and because all targets experience the same instrument

drift.

• Splitting the individual samples of OXI into approximately 0.5 mg C samples

instead of 1 mg C so that they are more similar in size to the CO2 samples.
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Because of the high cost and demand of analysis time, we were unable to carry

out sufficient characterization of the significance of each of these changes; however

the use of these procedures resulted in a precision of better than 2 h in replicate

measurements of Cyl-1 targets.

The difficulties faced in sample handling are smaller for modern CO2

samples compared to carbon from other materials because the samples are already

conveniently in the form of CO2, the starting material for graphitization. This re-

duces the risk of errors introduced during sample pre-treatment and contamination

from laboratory or instrument backgrounds (Ramsey et al., 2004).

2.11 Uncertainty analysis

After implementing the methodological changes to the sample preparation

and analysis for CO2 samples, we examined the improvement in reproducibility

of Cyl-1. Measuring replicate samples of reference materials that undergo the

same handling and analysis procedures as unknown samples allowed us to estimate

additional contributions of uncertainty. These results were presented at the 19th

International Radiocarbon Conference in Oxford, UK in April 2006 and published

in Radiocarbon in 2007 (Graven et al., 2007).

Over the month of May 2006, we measured 36 Cyl-1 targets in 10 wheels,

with 2-5 Cyl-1 targets on each wheel. The average σInt in the 36 Cyl-1 targets

was 1.2 h. The number of Cyl-1 targets and the mean and standard deviation of

∆14C in Cyl-1 targets from each wheel and in all Cyl-1 targets are shown in Table

2.2.

We regard the standard deviation in ∆14C over all 36 Cyl-1 targets to

be the total measurement uncertainty in high-precision CO2 analysis at CAMS:

1.7 h. Assuming the total uncertainty, σTot, is a quadrature sum of independent

contributions (Ellison et al., 2000), we can estimate the within-wheel contribution

of uncertainty, σIW , and the additional between-wheel contribution of uncertainty,
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Table 2.2: Results from 10 wheels analyzed at LLNL using high-precision methods.
The mean and standard deviation in ∆14C of N number of replicate Cyl-1 targets
is shown for each wheel. The standard deviation in ∆14C of replicate OXI targets
is also shown for each wheel. The bottom row shows the mean and standard
deviation in ∆14C of all 36 Cyl-1 targets and all 62 OXI targets analyzed.

N Mean Cyl-1 Standard Deviation Standard Deviation

Wheel Cyl-1 ∆14C (h) in Cyl-1 ∆14C (h) in OXI ∆14C (h)

1 5 61.4 1.6 1.5

2 3 60.7 0.9 3.0

3 4 62.0 1.4 2.7

4 2 59.9 1.9 2.0

5 4 62.4 1.6 3.6

6 4 62.2 1.8 1.5

7 4 59.8 0.7 1.9

8 3 60.9 0.5 1.8

9 4 62.0 1.4 1.8

10 3 57.9 0.6 2.3

Total 36 61.3 1.7 2.4

σIW , in measurements of ∆14C in Cyl-1 according to:

σ2
Tot = σ2

Int + σ2
IW + σ2

BW (2.12)

We assume that fractionation or contamination during CO2 extraction

at Scripps is negligible based on the established reliability of these procedures for

δ13C analysis in similar samples. The same air sample and cylinder extraction

techniques are employed for stable isotope analysis of CO2 at Scripps. These

techniques have been calibrated to 0.03 h precision and accuracy in δ13C by long

term reference materials and interlaboratory comparisons (Guenther et al., 2001).

The scatter in ∆14C of several Cyl-1 targets within one wheel incorporates

the uncertainty due to graphitization and the differences in behavior of individual

targets during analysis. Scatter observed between wheels may additionally reflect

wheel-to-wheel differences in individual target behavior or detection efficiency, and

differences in the relative 14C/13C ratios between different wheels’ ensembles of OXI

and Cyl-1 targets. Since the values of the OXI and Cyl-1 reference materials differ
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by only 30 h in ∆14C and 11 h in δ13C, we don’t expect nonlinearities in analysis

to be significant.

First, we estimate σIW by assessing the within-wheel repeatability of

∆14C in the Cyl-1 targets. The standard deviation of ∆14C in Cyl-1 targets on a

single wheel ranged from 0.5 to 1.9 h (Table 2.2). To combine the results from

all wheels, we calculated the pooled standard deviation (σp) of ∆14C in Cyl-1 over

the ten wheels, given by:

σp =

√√√√√ k∑
i=1

(Ni − 1)σ2
i

(N − k)
(2.13)

The pooled standard deviation is the square root of a weighted average of group

variances. In this case, each wheel of Cyl-1 targets constitutes a group. In Equation

2.13, σ2
i is the variance of the ith group, Ni is the sample size of the ith group, N

is the total sample size (the sum of Ni), and k is the number of groups.

The pooled standard deviation of Cyl-1 is 1.3 h, representing the total

within-wheel uncertainty observed in this study. If we consider Equation 2.12 for

Cyl-1 samples within the same wheel, then σTot = 1.3 h, σInt = 1.2 h and σBW

= 0 h. Using these values to calculate σIW by Equation 2.12 reveals that σIW

must be very small (≤ 0.5 h) because σTot and σInt are essentially the same. This

analysis suggests that the within-wheel repeatability is the same as the internal

uncertainty, and that graphitization or individual target behavior do not substan-

tially contribute any additional uncertainty to ∆14C in Cyl-1 targets measured on

the same wheel, i.e. σIW = 0 h.

Next, we determine σBW by considering the between-wheel reproducibil-

ity of ∆14C in the Cyl-1 targets. The standard deviation of ∆14C measured in

all 36 Cyl-1 targets is 1.7 h. This represents the total uncertainty characterized

in this study: σTot = 1.7 h. By substituting σTot = 1.7 h, σInt = 1.2 h and

σIW = 0 h in Equation 2.12, we calculate σBW = 1.2 h. This indicates that

the uncertainty introduced when targets are analyzed on several wheels, σBW , is

substantial and comparable in magnitude to the internal uncertainty, σInt.
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Part of σBW comes from the variability of the 14C/13C ratios in OXI

targets. The reproducibility of OXI targets affects the reproducibility of Cyl-

1 ∆14C because measurements of 14C/13C ratios in OXI are used in the data

normalization procedure. To examine the scatter of ∆14C in OXI targets within a

wheel, we reverse the normalization procedure from Section 2.9 and use Cyl-1 as the

primary standard to calculate ∆14C in OXI targets; this procedure is explained

in Section 2.15. We thus calculate the standard deviation in ∆14C in the OXI

targets on each wheel, shown in Table 2.2, and again combine the results from all

wheels into a pooled standard deviation. The pooled standard deviation of ∆14C

in OXI targets is 2.3 h, considerably larger than the pooled standard deviation in

Cyl-1 of 1.3 h. The ∆14C in OXI targets also have an average internal uncertainty

(σIW,OXI) of 1.2 h, so for OXI targets σIW,OXI = 2.0 h, showing that a substantial

amount of uncertainty is added to OXI targets analyzed on a single wheel.

We believe the poorer within-wheel repeatability of the OXI targets com-

pared to the Cyl-1 targets must be due to differences in sample preparation. Since

the CO2 gas from each combustion batch of OXI is split into several different

samples, we would expect all the samples to be homogeneous, but perhaps the

splitting procedure itself affects the samples. The Oxalic Acid II and VIRI A bar-

leymash targets, which undergo similar preparation by combustion and splitting,

showed standard deviations of 2.0 and 2.3 h, respectively, in ∆14C of all targets

over the 10 wheels. This scatter is larger than the overall standard deviation in

Cyl-1 targets but similar to the pooled standard deviation of OXI targets. Though

there were only 2 targets of OXII and VIRI A on each wheel, the large overall

scatter supports the idea that targets prepared by splitting large combustions are

statistically different from each other.

Variability in OXI does not have a large effect on the within-wheel re-

peatability of Cyl-1 ∆14C because a running mean which typically includes all OXI

targets on the wheel is used in normalization (Equation 2.1). The running mean

will not be biased toward any particular OXI target and will vary only randomly
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and with instrument drift, thus it tends not to introduce differences in the ∆14C

calculated for Cyl-1 targets on an individual wheel.

On the other hand, significant wheel-to-wheel variability in the difference

between the mean Cyl-1 14C/13C ratio and the mean OXI 14C/13C ratio will in-

crease the overall scatter in Cyl-1 ∆14C. Mean ∆14C values for the Cyl-1 targets in

each wheel ranged from 57.9-62.4 h (Table 2.2), demonstrating that the relative

14C/13C ratios between the Cyl-1 targets and the OXI targets do vary between

wheels. An error in the mean OXI 14C/13C ratio on a particular wheel will result

in a systematic error in the ∆14C of Cyl-1 targets on that wheel. Uncertainty in

the mean OXI 14C/13C ratio can be estimated by dividing the pooled standard

deviation in OXI, 2.3 h, by the square root of the number of OXI targets on each

wheel, 6. The standard error in OXI is 0.9 h, suggesting that errors in the mean

OXI ∆14C account for a large portion of σBW (σBW = 1.2 h). Improvements

in the reproducibility of OXI therefore might have the potential to improve the

overall precision of CO2 measurements at LLNL.

We have conducted preliminary work to examine the effect of changing

the sample preparation of OXI targets. In March 2007, we prepared several batches

of OXI targets in a different manner than the aliquot-by-aliquot splitting procedure

described in Section 2.7. The new preparation technique simply expanded the OXI

CO2 gas into the vacuum manifold and 6 reactors simultaneously. The gas was

allowed to reside within that volume for 15 minutes, whereupon the reactors were

closed.

Measured ∆14C, normalized by Cyl-1 and Cyl-2, for the OXI targets pre-

pared in the new manner is shown in Figure 2.6. ∆14C in OXI targets analyzed on

previous wheels is also shown for comparison. Mean ∆14C and standard deviation

in 6-11 targets analyzed on each wheel are represented by the different colored

symbols and error bars.

The results from March 2007 suggest that the new OXI preparation

method has reduced or eliminated the additional uncertainty from splitting OXI
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Figure 2.6: Mean and standard deviation in ∆14C of 6-11 OXI targets analyzed on
each wheel. OXI targets were prepared by splitting CO2 with aliquots as described
in Section 2.7 (plotted to the left of the vertical line), or by expanding OXI CO2

into several reactors at once (plotted to the right of the vertical line). The upper
panel shows ∆14C in OXI calculated by normalization to Cyl-1; the lower panel
shows ∆14C in OXI calculated by normalization to Cyl-2. Solid horizontal lines
show overall mean ∆14C and dashed lines show overall standard deviation in ∆14C:
32.4 ± 2.8 h for Cyl-1 normalization and 33.1 ± 2.9 h for Cyl-2 normalization.
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CO2. This work is not conclusive, however. More testing is necessary to prove

that this type of OXI preparation does reduce uncertainty. If this technique is not

shown to be sufficient in reducing uncertainty, other changes in OXI preparation

could be investigated. Improvements to the new OXI preparation method could

be achieved by increasing the residence time to longer than 15 min and thermally

insulating the manifold. Alternative techniques could incorporate individual 0.5

mg C sized combustions or the combustion of a very large amount of OXI that

could be stored in a cylinder and used for single 0.5 mg C sized aliquots of OXI

CO2 gas.

Though we have focused on the uncertainty added in the OXI prepara-

tion, we cannot rule out other contributions to the wheel-to-wheel uncertainty.

Additional uncertainty may arise from daily variability in several components of

the AMS, including the stability of power supplies, variations in room tempera-

ture, the level of vacuum achieved, carbon foil thickness, cesium beam intensity,

etc. There may also be differences in the character of the graphite-iron mixture in

targets on different wheels. These sources of variation could cause small differences

in the ionization, stripping, or detection efficiency of 14C compared to 13C that may

not be accounted for by the OXI normalization procedure. Such contributions to

uncertainty are difficult to diagnose other than by observing the long-term repro-

ducibility of measurements of ∆14C on replicate samples, but our quadrature sum

indicates they may be as large as 0.8 h for measurements of Cyl-1.

2.12 Updated uncertainty analysis

The previous section discussed the uncertainty of ∆14C in Cyl-1 on 10

wheels analyzed in May 2006. As we continued to measure ∼3 Cyl-1 targets and

∼3 Cyl-2 targets on each wheel since then, we can update the uncertainty analysis

using 23 more wheels of data.

The overall standard deviation in Cyl-1 analyzed on 33 wheels since May
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5, 2006 was 2.0 h. For Cyl-2, the overall standard deviation was also 2.0 h. The

pooled standard deviation over this period was 1.6 h for Cyl-1 and 1.4 h for

Cyl-2. Average σInt over these 33 wheels was 1.2 h for both Cyl-1 and Cyl-2.

Repeating the previous calculation for σIW using the quadrature sum of

2.12, we find again that σIW must be small as the pooled standard deviation is

not much larger than the average σInt for Cyl-1 and Cyl-2. The analysis from

the 33 wheels analyzed after May 2006 does suggest that σIW may be larger than

indicated in May 2006. According to the quadrature sum of uncertainties, σIW

could be as large as 1.0 h for Cyl-1 or 0.7 h for Cyl-2.

Calculating σBW according to the quadrature sum of 2.12, we find again

that σBW is 1.2 h for Cyl-1. Cyl-2 measurements indicate that σBW is slightly

larger, 1.4 h.

The analyses conducted since May 2006 support the conclusion that the

“between-wheel” uncertainty contributed when samples are analyzed on several

wheels is the largest source of uncertainty for measurements of ∆14C in CO2 at

LLNL. However, it appears that the performance of the Cyl-1 targets over the 10

wheels analyzed in May 2006 was slightly better than the overall scatter in Cyl-1

when measured over a longer period. The reproducibility of Cyl-1 and Cyl-2 targets

since May 2006 suggest that CO2 samples analyzed according to the procedures

described in the previous sections and processed with OXI normalization have a

measurement uncertainty of only 2.0 h.

2.13 Observed biases in ∆14C of Cyl-1 and Cyl-2

measured on different wheels

Whether sample preparation or internal conditions of the AMS cause

variability in the mean 14C/13C of OXI target, it is evident that wheel-to-wheel

differences in ∆14C of Cyl-1 and Cyl-2 result from the use of OXI in normalization.

Figure 2.7 shows measurements of Cyl-1 and Cyl-2, normalized to OXI. Several
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wheels exhibit consistently low (e.g. 9/11/06, 10/30/06 and 3/17/07) or consis-

tently high (e.g. 9/9/06, 10/29/06 and 3/18/07) values in ∆14C of all Cyl-1 and

Cyl-2 targets measured in that wheel.

It is apparent that the wheel-to-wheel biases are mostly a result of nor-

malizing with OXI targets because normalizing Cyl-2 with Cyl-1 instead of OXI

eliminates a large portion of the between-wheel variability. Figure 2.8 shows all

measurements of Cyl-2, normalized with Cyl-1 targets. The overall standard devi-

ation in Cyl-2 is reduced to 1.9 h when normalized with Cyl-1, compared with a

standard deviation of 2.4 h when normalized with OXI.

2.14 Elimination of OXI artifacts

As the OXI targets have been shown to introduce additional error through

the normalization procedure, we have taken steps to remove the influence of OXI

targets in the calculation of ∆14C in CO2. The simplest way of removing OXI is to

use a different reference material for normalization. In place of OXI, we now use

Cyl-1 as the primary reference material for normalization. Yet for 15 early wheels

which were analyzed before the Cyl-1 reference cylinder was created or before

Cyl-1 targets were fully implemented into the analysis protocols, other procedures

had to be adopted. For one other wheel, analyzed on 10/28/06, there was only 1

unflagged Cyl-1 target available so we instead used Cyl-2 as the reference material

for normalization for that wheel.

In the following two sections, we outline the specific procedure used to

implement Cyl-1 (and Cyl-2) normalization and describe the special treatment of

14C/13C ratios measured on early wheels.
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Figure 2.7: Measured ∆14C in Cyl-1 and Cyl-2, as normalized by OXI. Targets
from different wheels are shown as different symbols; targets from each wheel are
connected by straight lines. The solid line shows the mean values and the dashed
lines show the overall standard deviation, 61.0 ± 2.4 h for Cyl-1 and 11.3 ± 2.4
h for Cyl-2.
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Figure 2.8: Measured ∆14C in Cyl-2, as normalized by OXI (top panel) and Cyl-1
(bottom panel). The top panel is repeated from Figure 2.7. For Cyl-2 normalized
by Cyl-1, the overall mean and standard deviation are 11.2 ± 1.9 h (solid and
dashed lines).
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2.15 Normalization by Cyl-1 and Cyl-2

To eliminate the uncertainty contributed by the OXI normalization pro-

cedure, we began normalizing measured 14C/13C ratios using Cyl-1 targets instead

of OXI targets. As the Cyl-1 targets are more similar to the CO2 samples in ∆14C

and δ13C and are prepared more similarly to the CO2 samples, Cyl-1 provides a

better reference material to use in normalization. As shown in Figure 2.8, nor-

malization by Cyl-1 resulted in significantly less scatter in the measured ∆14C of

Cyl-2 samples.

For 32 wheels analyzed after 3/6/2006, CO2 samples were normalized by

Cyl-1. The wheel analyzed on 10/28/2006 included only one unflagged Cyl-1 target

on that wheel. Therefore, we used Cyl-2 in normalizing the targets analyzed on

10/28/2006.

To normalize with Cyl-1, we replace rstd in Equation 2.1 with the mean

of the bracketing N Cyl-1 targets, where N is equal to the number of Cyl-1 targets

on the wheel. Equations 2.3, 2.3 and 2.5 also then refer to the bracketing Cyl-1

targets rather than the bracketing OXI targets. Normalization with Cyl-2 uses the

bracketing Cyl-2 targets in these equations.

After calculating R, σCnt and σStdErr in the Cyl-1 or Cyl-2 normalization,

∆14C is calculated according to:

FMCyl-1 = 1.0589
RCyl-1 − b

(1 + δ13C/103) (1− b)
(2.14)

∆14C = 103

(
FMCyl-1 exp

(
(1950− ya)− (ys − ya)

8267

)
− 1

)
(2.15)

σInt = 103FMCyl-1

√√√√(max(σCnt,Cyl−1, σStdErr,Cyl−1)

RCyl-1

)2

+

(
0.0005

(
RCyl-1 − 1

)(
RCyl-1 − b

)
(1− b)

)2

(2.16)
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for Cyl-1, and:

FMCyl-2 = 1.0080
RCyl-2 − b

(1 + δ13C/103) (1− b)
(2.17)

∆14C = 103

(
FMCyl-2 exp

(
(1950− ya)− (ys − ya)

8267

)
− 1

)
(2.18)

σInt = 103FMCyl-2

√√√√(max(σCnt,Cyl−2, σStdErr,Cyl−2)

RCyl-2

)2

+

(
0.0005

(
RCyl-2 − 1

)(
RCyl-2 − b

)
(1− b)

)2

(2.19)

for Cyl-2. These equations are very similar to those used in the OXI normalization,

except a different coefficient is used in the calculation of FM . The following section

explains how the coefficients of 1.0589 and 1.0080 were determined for Cyl-1 and

Cyl-2.

2.15.1 Calculation of ∆14C in Cyl-normalized ratios

To calculate ∆14C in ratios that have been normalized by either Cyl-1

or Cyl-2, we must account for the difference in 14C/12C of Cyl-1 or Cyl-2 com-

pared to the “Modern” Standard. The following algorithms are modeled after

an unpublished article by John Southon, “The calculation of 14C ages from AMS

14C/13C ratio measurements” (Southon, 1989) and are similar to those presented

in Donahue et al. (1990).

First, we go through the derivation of the equation used to calculate FM

from OXI-normalized ratios R. Then, we apply the same derivation to Cyl-1 and

Cyl-2 normalized ratios RCyl-1 and RCyl-2.

The Modern Standard AON is defined as having a specific activity of

0.95 times the specific activity of Oxalic Acid I, normalized to δ13C = -19h and

measured simultaneously with the sample:

AON = 0.95AOXI[−19] (2.20)
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To correct for mass dependent fractionation in the sample, the measured activity of

the sample is normalized to -25 h in δ13C. The normalization for mass dependent

fractionation proceeds according to:

ASN = AS[−25] = AS
(1− 25/103)2

(1 + δS/103)2
= AS

(0.975)2

(1 + δS/103)2
(2.21)

Then, the Fraction Modern (FM) is defined by:

FM =
AS

0.95AOXI[−19]

(0.975)2

(1 + δS/103)2
(2.22)

The specific activity of 14C in a sample, AS is proportional to the ratio

14C/C. The ratio of 14C/C in the sample divided by the 14C/C in the Modern

Standard can be closely approximated by using 14C/12C ratios instead of 14C/C.

As the quantity measured at LLNL is 14C/13C, we must convert 14C/13C into

14C/12C.

The 14C/12C ratio in a sample, (14C/12C)S, can by calculated using mea-

sured δ13C in the sample:

(14C/12C)S = (14C/13C)S(13C/12C)S

= (14C/13C)S(13C/12C)PDB(1 + δS/103) (2.23)

A similar calculation can be performed to obtain the 14C/12C ratio in the OXI

standard:

(14C/12C)OXI[−19] = (14C/13C)OXI(
13C/12C)PDB(1− 19/103)

= 0.981(14C/13C)OXI(
13C/12C)PDB (2.24)

The 13C/12C ratio in the PDB reference of δ13C ((13C/12C)PDB) is known to be

0.01124 (Craig, 1957).

Substituting the previous formulations of (14C/12C)S and (14C/12C)OXI

into the equation for Fraction Modern (2.22), provides the following, in terms of

13C/12C:

FM =
(14C/13C)S(1 + δS/103)

0.95 · 0.981(14C/13C)OXI)

(0.975)2

(1 + δS/103)2
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FM =
1.0200

(1 + δS/103)

(14C/13C)S
(14C/13C)OXI

(2.25)

or,

FM =
1.0200R

(1 + δS/103)
(2.26)

This equation is the same as Equation 2.9, though the background correction terms

are not taken into account here.

Now we calculate an equivalent equation to use when Cyl-1 is used as the

normalizing standard, with a different coefficient than 1.0200. The overall mean

values in ∆14C and δ13C for Cyl-1 are:

∆14CCyl-1 = 61.0 h and δ13CCyl-1 = -8.55 h

Expressed in FM and in activity, corrected for mass dependent fractionation:

FMCyl-1 = 1.0610, or ACyl-1[−25] = 1.0610 times Modern

Now, expressed in terms of 14C/12C ratios, this is equivalent to:

0.95(14C/12C)OXI[−19] = (1/1.0610)(14C/12C)Cyl-1[−25] exp(−λ(2004− 1950))

(2.27)

The last term above accounts for the decay in the OXI standard that has occurred

between 1950 and the creation of the Cyl-1 reference material in 2004. λ is the

decay constant for radiocarbon, 1/8267 yr−1.

From (2.21), the 14C/12C ratio for Cyl-1, normalized to δ13C= -25 h, is

related to the measured (14C/12C)Cyl-1 (corresponding to the actual δ13CCyl-1 of

-8.55 h) by:

(14C/12C)Cyl-1[−25] = (14C/12C)Cyl-1
(0.975)2

(1− 8.55/103)2

= (14C/12C)Cyl-1
(0.975)2

(0.9915)2
(2.28)

Therefore, the Modern Standard relates to Cyl-1 via:

0.95(14C/12C)OXI = (1/1.0610)(14C/12C)Cyl-1
(0.975)2

(0.9915)2(1.0066)
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= 0.9425(14C/13C)Cyl-1(13C/12C)Cyl-1
(0.975)2

(0.9915)2(1.0066)

= 0.9425(14C/13C)Cyl-1(13C/12C)PDB
(0.975)2

0.9916 · 1.0066

(2.29)

Substituting equations 2.29 and 2.23 in 2.22 gives:

FM =
(14C/13C)S

0.9425(14C/13C)Cyl-1

(0.975)2

(1 + δS/103)

(0.9915)(1.0066)

(0.975)2
(2.30)

which reduces to:

FM =
1.0589

(1 + δS/103)

(14C/13C)S
(14C/13C)Cyl-1

(2.31)

or,

FM =
1.0589RCyl-1

(1 + δS/103)
(2.32)

The coefficient 1.0589 is substituted for 1.0200 in Equation 2.9 when Cyl-1 is used

for normalization.

Following the same procedure for Cyl-2 provides the corresponding equa-

tion for samples normalized with Cyl-2. The overall mean values in ∆14C and δ13C

for Cyl-2 are:

∆14CCyl-2 = 11.3 h and δ13CCyl-2 = -9.85 h

That is,

FMCyl-2 = 1.0113, or ACyl−2[−25] = 1.0113 times Modern

This is equivalent to:

0.95(14C/12C)OXI[−19] = (1/1.0113)(14C/12C)Cyl−2[−25] exp(−λ(2004− 1950))

(2.33)

From (2.21), the 14C/12C ratio for Cyl-2, normalized to δ13C= -25 h, is

related to the measured (14C/12C)Cyl-2 (corresponding to the actual δ13CCyl-2 of

-9.85 h) by:

(14C/12C)Cyl−2[−25] = (14C/12C)Cyl-2
(0.975)2

(1− 9.85/103)2

= (14C/12C)Cyl-2
(0.975)2

(0.9902)2
(2.34)
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Therefore, the Modern Standard relates to Cyl-2 via:

0.95(14C/12C)OXI = (1/1.0113)(14C/12C)Cyl-2
(0.975)2

(0.9902)2(1.0066)

= 0.9888(14C/13C)Cyl-2(13C/12C)Cyl-2
(0.975)2

(0.9902)2(1.0066)

= 0.9888(14C/13C)Cyl-2(13C/12C)PDB
(0.975)2

0.9902 · 1.0066

(2.35)

Substituting Equations 2.35 and 2.23 in 2.22 then leads to:

FM =
(14C/13C)S

0.9888(14C/13C)Cyl-2

(0.975)2

(1 + δS/103)

(0.9902)(1.0066)

(0.975)2
(2.36)

which reduces to:

FM =
1.0080

(1 + δS/103)

(14C/13C)S
(14C/13C)Cyl-2

(2.37)

or,

FM =
1.0080RCyl-2

(1 + δS/103)
(2.38)

The coefficient 1.0080 is substituted for 1.0200 in Equation 2.9 when Cyl-2 is used

for normalization.

2.15.2 Total uncertainty in ∆14C using Cyl-1 normalization

The total uncertainty in measurements of ∆14C in CO2 using Cyl-1 nor-

malization is determined by the reproducibility of ∆14C in Cyl-2, when normalized

by Cyl-1. The standard deviation in Cyl-2, normalized by Cyl-1, was 1.5 h in 63

targets measured over 22 wheels since May 2006.

Another measure of the reproducibility of CO2 samples processed with

Cyl-1 normalization is the pooled standard deviation of replicate CO2 samples from

La Jolla, when normalized by Cyl-1. For 21 pairs of replicate samples measured

between May 2006 and April 2007, the pooled standard deviation was 1.8 h. This

estimate of pooled standard deviation was calculated by omitting one outlier pair

which had a standard deviation of 4.8 h.
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Averaging both measures of uncertainty (overall Cyl-2 scatter in 2006-07

of 1.5 h and pooled standard deviation in La Jolla replicates in 2006-07 of 1.8

h), I estimate the total measurement uncertainty for samples measured in 2006-

07, σTot, to be 1.7 h. This estimate of σTot represents the current reproducibility

of ∆14C in CO2 samples analyzed at LLNL, utilizing all improvements in sample

handling and analysis and processing measured 14C/13C ratios by normalization

with Cyl-1 targets.

2.16 Adjustments to OXI normalization

For wheels that were analyzed before the Cyl-1 and Cyl-2 reference cylin-

ders were created or before Cyl-1 and Cyl-2 targets were fully implemented into

the analysis protocols, other procedures had to be adopted. This section describes

the method by which CO2 targets analyzed in the first 15 wheels were normalized

and adjusted to correct for the additional uncertainty contributed by OXI during

normalization.

The “Adjusted” OXI normalization generally proceeds following the de-

scription in Section 2.9. Before the normalized R values are converted to R and R

to ∆14C, two corrections are applied. First, the assignment of “groups” of targets

on each wheel resulted in different sets of OXI targets used to normalize CO2 tar-

gets within one wheel. The differences in mean 14C/13C between groups of OXIs

is accounted for so that all sample targets run on a single wheel were comparable.

The difference between groups of OXI targets is corrected by multiplying all mea-

surements of R in each group by a “group factor,” αg. Then, for each wheel, a bias

in R of the CO2 samples is diagnosed using either Cyl-1 and Cyl-2 targets, replicate

samples from La Jolla, or surrounding samples from Mauna Loa and Samoa. The

resulting “wheel factor,” αw, is applied to R in each target on that wheel before

calculating ∆14C.
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2.16.1 Group designation on early wheels

Prior to the instatement of methodological improvements specific to the

CO2 samples in the spring of 2006, we used similar analysis procedures as were

regularly used for other sample materials at CAMS. As part of these procedures,

the targets within a wheel were assigned to “groups”. Depending on the total

number of targets on that wheel, a wheel of targets would be divided into 3-5

overlapping groups. Each target was assigned to at least 2 groups. The groups were

analyzed individually and in sequence, where a minimum number of sputtering

periods or tolerance in raw ratios was achieved in each target of the group before

the analysis of the group was complete. The analysis then proceeded to the next

group. An example of group assignments is shown in Table 2.3 for the wheel

analyzed on August 18, 2005.

As demonstrated in Table 2.3, different OXI targets were included in

different groups. Targets in different groups were thus normalized with different

sets of OXI targets. Therefore, error could be introduced within a wheel because of

differences in the mean raw 14C/13C ratio of a group’s particular ensemble of OXI

targets. The previous section demonstrated that differences in the ensemble mean

of rOXI contributed a significant amount of uncertainty to the reproducibility of

Cyl-1.

To correct for the group-to-group differences that could contribute addi-

tional error, we applied a correction to the normalized ratios of each sputtering

period of all targets. This correction, αg, was characterized by comparing the nor-

malized ratios of the OXI targets in a particular group to the entire set of OXI

targets analyzed in that wheel. αg was calculated as the mean R in the OXI targets

included in a particular group, divided by the mean R in all OXI targets in that

wheel:

αg =

1
Ng

Ng∑
i=1

ROXIi

1
Nw

Nw∑
i=1

ROXIi

(2.39)
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Table 2.3: Group assignments for the wheel analyzed on August 18, 2005.

Position Name Groups Position Name Groups

5 OXI 1, 2 30 55280.048 (Cyl-2) 2, 3

6 OXII 1, 2, 3, 4 31 M01-412 2, 3

7 VIRI A 1, 2, 3, 4 32 VIRI C 2, 3

8 VIRI C 1, 2, 3, 4 33 OXI 2, 3

9 OXI 1, 3 34 M01-296 3, 4

10 M01-259 1, 2 35 M01-326 3, 4

11 M01-317 1, 2 36 55280.013 (Cyl-2) 3, 4

12 M01-231 1, 2 37 M01-314 3, 4

13 M01-273 1, 2 38 OXI 1, 3

14 M01-269 1, 2 39 M01-359 2, 3

15 OXI 1, 4 40 M01-311 2, 3

16 M01-368 1, 3 41 M01-293 2, 3

17 M01-256 1, 3 42 M01-418 2, 3

18 M01-244 1, 3 43 VIRI A 2, 3

19 M01-288 1, 3 44 OXI 2, 3, 4

20 VIRI A 1, 3 45 M01-210 1, 4

21 OXI 1, 2 46 M01-348 1, 4

22 M01-345 2, 4 47 M01-267 1, 4

23 M01-351 2, 4 48 VIRI C 1, 4

24 M01-214 2, 4 49 OXI 1, 4

25 M01-307 2, 4 50 M01-242 1, 4

26 OXII 2, 4 51 M01-321 1, 4

27 OXI 2, 4 52 OXII 1, 4

28 M01-216 2, 3 53 OXI 1, 4

29 M01-206 2, 3 54 OXI 2, 3
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Here, Ng is the number of OXI targets in the group and Nw is the total number of

OXI targets on the wheel. A different αg is calculated for all groups in each wheel.

Of course, as the OXI targets are the reference material used in normal-

ization, the denominator of Equation 2.39 is very close to 1. αg was found to range

between 0.9981 and 1.0008. A value of αg that is greater than 1 indicates that

ROXI was higher in that group than in the rest of the wheel, and that R in the

CO2 sample targets of that group is correspondingly low. Conversely, a value of αg

that is less than 1 indicates that ROXI was lower in that group than in the rest of

the wheel, and that R in the CO2 sample targets of that group is correspondingly

high. Table 2.4 shows αg for each group of the first 15 wheels analyzed between

11/17/2003 and 3/6/2006.

We also ensured that the number of OXI targets in a group was the same

as the number of OXI targets used in normalization. For a group that contained

7 OXI targets, 7 bracketing OXI targets were used in normalization. Using a

number of targets other than 7 would bias rstd toward certain OXI targets. Then,

the average ROXI would be different even within a single group.

Table 2.4: αg used to correct individual groups for the
difference between the R in a group’s ensemble of OXI
targets and the the R in all OXI targets on the wheel

Analysis Date Group αg No. OXI

11/17/2003

1 1.0005 6
2 1.0000 7
3 0.9992 8

12/28/2003

1 1.0002 7
2 1.0000 6
3 0.9999 7
4 1.0000 9

2/12/2004

1 1.0000 7
2 0.9995 6
3 1.0004 7

2/13/2004

1 0.9998 8
2 0.9999 6
3 0.9997 7

Continued on next page
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Table 2.4 – continued from previous page
Analysis Date Group αg No. OXI

4 1.0008 3

2/15/2004

1 1.0002 7
2 1.0004 7
3 0.9999 7
4 0.9999 6
5 0.9992 6

2/4/2005

1 1.0003 6
2 1.0002 6
3 0.9997 6

6/3/2005

1 1.0006 7
2 1.0005 6
3 0.9981 6
4 0.9982 6

6/5/2005

1 1.0004 7
2 0.9999 7
3 0.9988 6

8/18/2005

1 0.9994 7
2 1.0006 6
3 1.0003 5
4 1.0002 5

8/19/2005

1 1.0006 7
2 0.9995 5
3 0.9996 5
4 0.9993 5

8/21/2005

1 1.0004 6
2 0.9996 6
3 1.0002 6
4 1.0001 5

8/23/2005

1 1.0008 7
2 1.0003 5
3 0.9991 5
4 0.9987 5

3/6/2006

1 1.0006 8
2 0.9999 8
3 0.9993 8

Using the αg calculated for each group, the measured R was corrected in

each sputtering period of each target in that group according to:

Rcorr = R/αg (2.40)
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The correction to ∆14C caused by applying Equation 2.40 was between -1.7 to +3.9

h in the CO2 samples analyzed in groups on the first 15 wheels. The adjustment

to σInt for these samples was between -0.8 to +0.4 h. Average corrections were

less than a 0.5 h absolute change in ∆14C and near a 0 h change in σInt.

2.16.2 Definition of wheel factors (αw)

In addition to the correction for the differences in mean raw 14C/13C ratio

of a group’s particular ensemble of OXI targets, another correction is required to

eliminate the differences in mean 14C/13C ratios of the entire ensemble of OXI

targets on each wheel. As Table 2.2 and Figure 2.7 showed, significant differences

were observed in the average rOXI on different wheels, relative to rCyl-1 and rCyl-2.

These differences caused systematic biases in the ∆14C of CO2 samples and the

reproducibility of Cyl-1 and Cyl-2 targets was poorer as a result of these biases.

For those wheels where Cyl-1 or Cyl-2 could not be used for normalization,

we calculated a “wheel factor,” or αw, for each wheel to be used in a similar

manner as αg to correct all targets in that wheel for the biases resulting from the

normalization by OXI targets. αw was calculated by 3 different methods. The

following sections outline the procedure in which αw was calculated for each of the

first 15 wheels, and how αw was applied as a correction.

2.16.3 Calculation of αw using Cyl-1 and Cyl-2

For the wheels analyzed from 2/4/2005 to 3/6/2006, between 1 to 19

Cyl-1 and Cyl-2 targets were analyzed on each wheel. The number of Cyl-1 and

Cyl-2 targets on each wheel is listed in Table 2.5. Though most of these wheels

did include 2 or more Cyl-1 or Cyl-2 targets, these targets cannot easily be used

for normalization because they were separated into groups and some groups did

not include a Cyl-1 or Cyl-2 target.

Instead, the Cyl-1 and Cyl-2 targets can be used to diagnose αw by com-

paring the average in R for all Cyl-1 or Cyl-2 targets on a wheel to the overall



57

Table 2.5: Number of Cyl-1 and Cyl-2 targets analyzed on wheels between
2/4/2005 and 3/6/2006

Analysis Date No. Cyl-1 No. Cyl-2

2/4/2005 10 9
2/5/2005 5 4
4/22/2005 9 9
6/3/2005 1 2
6/5/2005 1 1
8/18/2005 0 2
8/19/2005 1 2
8/21/2005 0 1
8/23/2005 0 3
3/6/2006 2 3

average in R for Cyl-1 or Cyl-2 targets analyzed on all wheels. The overall mean

R of Cyl-1 and Cyl-2 to OXI are:

RCyl-1 = 1.03818 (2.41)

RCyl-2 = 0.98829 (2.42)

The calculation of αw proceeds by:

αw =
1

NCyl-1 +NCyl-2

NCyl-1∑
i=1

(
RCyl-1

)
i

1.03812
+

NCyl-2∑
i=1

(
RCyl-2

)
i

0.98826

 (2.43)

When αw is greater than 1, the average ∆14C of Cyl-1 and Cyl-2 is consistently

high. αw is less than 1 on wheels where the average ∆14C of Cyl-1 and Cyl-2 is

consistently low.

2.16.4 Calculation of αw using replicate La Jolla samples

Five early wheels did not contain any Cyl-1 and Cyl-2 targets, necessi-

tating an alternative means to characterize αw. To estimate αw for the first four

wheels, we consider replicate flask samples from La Jolla that were measured on

separate wheels. As the replicate flask samples contain CO2 with identical ∆14C,

they provide a similar reference as the Cyl-1 and Cyl-2.
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Table 2.6: Number of CO2 samples from La Jolla replicated from early wheels

Wheel Replicate Wheel Nrep

11/17/2003
5/8/2006b 4
10/26/2006 2

12/28/2003

6/5/2005 1
5/7/2006a 1
5/8/2006b 1
10/26/2006 1
10/28/2006 2

2/12/2004

6/5/2005 1
5/7/2006a 1
5/8/2006b 1
7/22/2006 2
10/26/2006 1

2/13/2004 5/5/2006a 2

To calculate αw using replicate samples, we first calculate αw using Cyl-1

and Cyl-2 according to Equation 2.43 for all 43 wheels analyzed in 2005 and later.

Then, we compare the R measured in La Jolla samples from the first four wheels,

to one or more replicate samples measured in 2005 or later. The calculation of αw

then proceeds by:

αw =
1

Nrep

Nrep∑
i=1

(
R
)
i(

Rrep

)
i

(αw,rep)i (2.44)

(R)i indicates the mean normalized ratio in the ith sample measured on 11/17/2003,

12/28/2003, 2/12/2004 or 2/13/2004. (Rrep)i refers to the mean normalized ratio

in the replicate of the ith sample measured on a later wheel. Nrep is the number

of La Jolla samples analyzed on that wheel which were replicated in later wheels.

αw,rep is the αw calculated for the replicate wheel, according to Equation 2.43.

Table 2.6 lists each of the 4 earliest wheels, the later wheels on which

replicate La Jolla samples were analyzed, and the number of replicate pairs on

each of the later wheels. Each early wheel had 6 La Jolla CO2 samples which were

replicated in later wheels, except for 2/13/2004, which had 2 replicate samples.
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2.16.5 Estimation of αw for wheel analyzed on 2/15/04

The wheel analyzed on 2/15/2004 did not contain any Cyl-1 or Cyl-2

targets, or any samples from La Jolla. We cannot use either of the methods

from the previous sections to estimate αw for this wheel. Instead, we examine

measurements of R in CO2 samples from Samoa and from Mauna Loa.

At Samoa, the 6 samples that were analyzed on 2/15/2004 spanned the

period October 2001-August 2002 (Figure 2.9). Over this sampling period, there

were also 7 samples measured on 8/23/2005. We used these overlapping samples

to calculate αw for 2/15/2004.

We fit both sets of R to a straight line, and evaluated the fit of the two

lines at the midpoint of the overlapping period: April 1, 2002. Then, αw was

estimated in a similar manner as in Equation 2.44, using the evaluation of the

fit to the 2/15/2004 measurements on April 1, 2002 for R in Equation 2.44 and

the evaluation of the fit to the to the 8/23/2005 measurements on April 1, 2002

for Rrep in Equation 2.44. αw,rep in Equation 2.44 is the αw calculated for the

wheel analyzed on 8/23/2005. The method of evaluating the offset between the

two fitted lines at the midpoint is equivalent to averaging the offset over the period

of overlap.

Similarly, at Mauna Loa, the 4 samples that were analyzed on 2/15/2004

spanned the period January 2002-August 2002 (Figure 2.9). This period also

included 6 samples that were analyzed on 5/21/2006. We used these overlapping

samples to make a second estimate of αw for 2/15/2004. This time, the midpoint

of the overlapping period was May 10, 2002. Here we used the evaluation of the fit

to the 2/15/2004 measurements on May 10, 2002 for R in (2.44) and the evaluation

of the fit to the 5/21/2006 measurements on May 10, 2002 for Rrep in (2.44). αw,rep

in (2.44) is the αw calculated for the wheel analyzed on 5/21/2006.

We use the average of these two estimates of αw for the 2/15/2004 wheel.
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Figure 2.9: Estimation of αw for wheel analyzed 2/15/04. The upper panel shows
R in CO2 samples from Samoa. Samples analyzed on 8/23/2005 are shown in
black, with a fitted line. Samples analyzed on 2/15/2004 are shown in purple,
with a fitted line. The ratio of the fitted lines at April 1, 2002 estimates αw for
2/15/2004. The lower panel shows R in CO2 samples from Mauna Loa. Samples
analyzed on 5/21/2006 are shown in gray, with a fitted line. Samples analyzed on
2/15/2004 are shown in purple, with a fitted line. The ratio of the fitted lines at
May 10, 2002 provides a second estimate of αw for 2/15/2004.
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Table 2.7: αw and (σBW )w calculated for the first 15 wheels of CO2 samples ana-
lyzed at LLNL.

Analysis Date αw (σBW )w

11/17/2003 0.999681 1.7
12/28/2003 1.003594 1.7
2/12/2004 0.998589 1.7
2/13/2004 1.005762 1.7
2/15/2004 1.000356 1.7
2/4/2005 1.003588 0.6
2/5/2005 1.000863 0.4
4/22/2005 0.998160 0.5
6/3/2005 1.001433 1.2
6/5/2005 0.998810 0.7
8/18/2005 1.001790 1.3
8/19/2005 0.999699 0.8
8/21/2005 1.000961 1.3
8/23/2005 1.002889 0.6
3/6/2006 0.999872 1.3

2.16.6 Application of αw and calculation of total uncer-

tainty

The values of αw calculated for the first 15 wheels are listed in Table 2.7.

αw was applied to each target according to:

RAdj = Rcorr/αw (2.45)

Rcorr indicates the R that results from applying values of Rcorr from each sputtering

period of a target to Equation 2.6. The calculation of ∆14C for each target then

proceeds by Equations 2.9 and 2.10, using RAdj instead of R in 2.9.

For the samples that were measured in the first 15 wheels and corrected

using αg and αw, we use a quadrature sum to estimate total uncertainty:

(σTot)
2
i = (σInt)

2
i + (σBW )2

w (2.46)

The quadrature sum incorporates the internal uncertainty as well as the between-

wheel uncertainty. A different (σTot)i is calculated for each individual target, i.
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(σInt)i is calculated as in Equation 2.11, using RAdj instead of R. Here we assume

that most of the between-wheel uncertainty comes from the OXI normalization and

that σIW is zero. (σBW )w represents the particular between wheel uncertainty for

each wheel, w, estimating how well we have been able to correct for the uncertainty

from OXI using αw.

For wheels measured 2/4/2005-3/6/2006, we measure (σBW )w for each

wheel as the standard error in Cyl-1 and Cyl-2 ∆14C after the correction αw was

applied. For each wheel, the standard error in Cyl-1 and Cyl-2 ∆14C gives an

estimate of the uncertainty in the mean values of Cyl-1 and Cyl-2 ∆14C on that

wheel. As such, the standard error in Cyl-1 and Cyl-2 ∆14C is a suitable measure

of the elimination of uncertainty from the OXI normalization since the uncertainty

from the OXI normalization is expressed by differences in mean Cyl-1 and Cyl-2

∆14C on different wheels.

Two wheels included only 1 Cyl-2 target, 8/18/2005 and 8/21/2005. For

these two wheels, we use the maximum standard error in Cyl-1 and Cyl-2 ∆14C

observed over 2/4/2005-3/6/2006 for (σBW )w. For wheels that did not contain

any Cyl-1 or Cyl-2 samples (11/17/2003-2/15/2004), we use the pooled standard

deviation in ∆14C of all La Jolla replicate samples, as normalized by OXI and

divided by
√

2: 1.7 h. Table 2.7 lists (σBW )w for each wheel.

If the total uncertainty calculated according to Equation 2.46 was less

than 1.7 h for a particular target, 1.7 h was specified as the total uncertainty for

that target. The maximum value of (σTot)i in CO2 samples measured on the first

15 wheels was 2.7 h.

2.17 Fractionation caused by incomplete graphi-

tization

Ensuring that graphitization proceeds to completion is a key component

to achieving high precision measurements. The chemical reduction that transforms
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the CO2 sample to graphite is a fractionating process, selecting the lighter isotope

preferentially. CO2 samples that have not been completely graphitized will result

in a measured ∆14C that is too low.

When graphitization has not completed, the residual pressure in the re-

actor will be higher than expected from the initial stoichiometric excess of H2 gas.

Therefore, the reactor pressure can serve as an indicator of the extent of graphiti-

zation. Indeed, the pressure in the reactors declines exponentially as the reaction

proceeds. After 1-2 hours, the pressure will reach a steady level indicating that the

reaction has stopped. Sometimes at this point the pressure will be recognized as

being too high and the reactor will be tapped to expose fresh iron to try to restart

the reaction. This frequently succeeds in reducing the remaining CO2 in the re-

actor. However, at times a sample which has achieved a steady pressure yet has

not achieved completion is not recognized. The main cause of this oversight is the

poor quality of the pressure sensors used to monitor the graphitization reactors.

Inexpensive pressure sensors from Omega are used in the graphitization

reactors. These sensors are both imprecise and very sensitive to temperature,

where higher temperatures increase the pressure indicated. Because the reactors

are exposed to liquid nitrogen when adding the H2 gas and then exposed to heaters

at 570◦C during the reaction, it is difficult to compare the pressure read at these

two stages of the procedure.

Incomplete graphitization is not usually recognized until after a sample

has been analyzed on the AMS, resulting in a large amount of time wasted ana-

lyzing compromised samples. The imprecision in the pressure sensors also leads to

a reliance on comparing neighboring measurements in the time series to identify

fractionated samples. Therefore, a measurement must be substantially different

than its neighbors to be identified as an outlier.

To better quantify the magnitude of the fractionation that occurs during

graphitization, I conducted an experiment on Cyl-1 reference samples. I purposely

stopped the reaction at different stages of completion (roughly 60 %, 75 % and
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Figure 2.10: Results of fractionation experiment. Fraction graphitized is an esti-
mate of the extent of completion of the graphitization reaction, using the reactor
pressure before and after graphitization. δ(∆14C) is the difference from the mean
∆14C of the 3 Cyl-1 samples which were allowed to proceed to completion.

90 %) and compared the resulting ∆14C to the fraction of CO2 remaining. The

results of this experiment are shown in Figure 2.10 and Table 2.8.

The ∆14C in the Cyl-1 samples that were stopped before completion is

substantially lower than the samples that graphitized completely. The decrease in

∆14C compared to the average of the completed samples was 4.1 ± 0.5 h for each

10% of initial CO2 gas remaining. This experiment indicates that at least 97 % of

the CO2 sample must be graphitized to achieve a bias that is smaller than -1.5 h.

Concerning the background CO2 measurements included in this thesis,

102 of 699 (15%) samples were fractionated during graphitization. Samoa had the

greatest share of fractionated samples where 18 of 76 (24%) had to be rejected.

In February 2004, 2 sets of CO2 samples graphitized on the same rig were all
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Table 2.8: Results of fractionation experiment. Fraction graphitized is an estimate
of the extent of completion of the graphitization reaction, using the reactor pressure
before and after graphitization. δ(∆14C) is the difference from the mean ∆14C of
the 3 Cyl-1 samples which were allowed to proceed to completion. Mean δ(∆14C)
is the average of δ(∆14C) in samples with similar fractions remaining.

Fraction Mean
graphitized δ(∆14C) δ(∆14C)

1.01 -1.0
0 ± 1.31.00 1.5

0.99 -0.5
0.88 -6.3

-5.4 ± 1.4
0.86 -4.4
0.78 -11.8

-11.4 ± 0.6
0.76 -10.9
0.62 -16.6

-15.2 ± 2.0
0.60 -13.8

identified to be fractionated. This wholesale contamination of samples prepared

together presents an argument for preparing and analyzing samples in random

orders rather than in sets from a certain location or year.

The equipment used to graphitize CO2 samples for this thesis represents

a deficiency that needs to be addressed in future pursuit of high precision measure-

ments at CAMS. I recommend that a graphitization system with pressure sensors

of significantly higher quality is constructed that will be used solely for high preci-

sion CO2 samples. I also recommend that extra care is taken in ensuring complete

graphitization by tapping all reactors during graphitization or after the precondi-

tioning step and that the reaction is allowed to proceed for several hours rather

than being stopped shortly after a steady pressure is achieved.

It is important to note that almost all (85 %) CO2 samples complete the

graphitization reaction and that fractionated samples have been carefully identified

through examining residual reactor pressures and by examining the ∆14C time

series at each station for outliers. Fractionation during graphitization is therefore

not a serious concern for errors or uncertainties in measurements of ∆14C in CO2.

The advantage gained by improving the graphitization equipment is in avoiding
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the contamination of archived CO2 samples.

2.18 Special handling of flasks from Palmer Sta-

tion

In order to capture the outstanding features of the latitudinal profile of

∆14C, we realized it would be important to obtain samples from a station along

the Southern Ocean to augment the six other background sampling sites contained

in the Scripps archive. Palmer Station is situated on the coast of Antarctica, at

the tip of the Antarctic Peninsula. The Atmospheric Oxygen Research Group

(AORG) at Scripps, run by Ralph Keeling, collects whole air samples in triplicate

biweekly at Palmer Station.

The AORG air samples are used to characterize O2/N2 ratios with ei-

ther a custom interferometer or a MicroMass IsoPrime mass spectrometer and to

characterize CO2 concentrations with a Siemens infrared gas analyzer (IRGA).

Analysis on the interferometer utilizes approximately 2 L STP of sample gas and

dilutes the remaining air with a reference gas. Analysis on the mass spectrometer

uses only 150 ml and does not inject any reference air thus preserving a 4.85 L air

sample after analysis for O2/N2 and CO2. Analysis on the mass spectrometer also

enables the measurement of Ar/N2 ratios. Under usual procedures, all three flasks

in a triplicate sample from Palmer Station are analyzed on the interferometer.

We were able to adjust the usual procedure to analyze 2 of 3 flasks from

Palmer Station on the interferometer and 1 flask on the mass spectrometer, which

allowed the CO2 remaining in the flask analyzed on the mass spectrometer to

be extracted for isotopic analysis. The third flask was not analyzed on the mass

spectrometer until after the other two had undergone interferometric analysis which

agreed within 7 per meg in δ(O2/N2) and 0.2 ppm in CO2 concentration. If the two

flasks did not agree within these thresholds, then the third flask was also analyzed

on the interferometer and a CO2 sample from that set was not extracted.
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The AORG whole air samples are collected in 5 L glass flasks, similar to

the flasks used by the Scripps CO2 Program. The AORG flasks have two stopcocks

which are sealed with Viton R© O-rings whereas the Scripps CO2 Program’s flasks

use a single stopcock sealed with high vacuum grease. The AORG flasks are

designed to eliminate potential fractionation from large changes in pressure by

allowing air to flow through the flask (Keeling et al., 2004).

2.18.1 Comparison of ∆14C of air in different flasks

To ensure that the sampling or extraction of air stored in AORG flasks

did not introduce any error or bias in 14C in comparison to flasks sampled by

the Scripps CO2 Program, we performed experiments by simultaneously sampling

flasks of both types. In La Jolla, flasks of both the AORG and the Scripps CO2

Program are usually sampled concurrently from the Scripps Pier when clean air

conditions are identified. To identify any differences in ∆14C measured in different

flasks, we conducted analysis on CO2 samples extracted from both types of flasks

that were sampled concurrently on January 26, 2005 and on March 23, 2005. The

results from these analyses are listed in Table 2.9. Performing an “Analysis of

Variance” (Winer, 1971), similar to a “t-test,” on the set sampled on 1/26/2005

resulted in a p value of 0.98, indicating that the mean value of ∆14C measured in

the AORG flasks is statistically indistinguishable from that measured in the CO2

flasks. The set of samples from March 23, 2005 included 2 samples from AORG

flasks and 1 sample from a CO2 flask that were flagged during graphitization.

Only one measurement from an AORG flask for this set does not allow statistical

comparison of the two flask types; however the measured ∆14C in the AORG flask

lies in between the ∆14C measured in the 2 CO2 flasks. These tests do not indicate

that there is any significant difference in measurements of ∆14C from AORG flask

samples compared to CO2 flask samples, with respect to the total measurement

uncertainty.



68

Table 2.9: Comparison ∆14C in different flask types. Flasks were sampled concur-
rently on two dates, 1/26/2005 and 3/23/2005, and analyzed for ∆14C on 2/4/2005
and 6/3/2005. Flask type “CO2” refers to the single-valve flask used by the Scripps
CO2 Program; Flask type “O2” refers to the double-valve flask used by AORG.

Flask Type Sample ID Sample Date Analysis Date ∆14C

CO2 CDRG247 1/26/2005 2/4/2005 63.1
CO2 CDRG248 1/26/2005 2/4/2005 60.1
CO2 CDRG249 1/26/2005 2/4/2005 59.3
CO2 CDRG250 1/26/2005 2/4/2005 60.4
O2 AORG126 1/26/2005 2/4/2005 61.7
O2 AORG338 1/26/2005 2/4/2005 61.7
O2 AORG416 1/26/2005 2/4/2005 58.4
O2 AORG420 1/26/2005 2/4/2005 61.0

CO2 CDRG219 3/23/2005 6/3/2005 61.8
CO2 CDRG222 3/23/2005 6/3/2005 58.7
O2 AORG262 3/23/2005 6/3/2005 60.6

2.18.2 Experiments on δ13C in second extraction

To maximize the utility of an air sample, it would be advantageous to

measure several different species from one flask. The current procedure for the

Scripps CO2 Program is to analyze CO2 concentration in each flask sample, then

extract one CO2 sample. Therefore, each flask that is extracted will provide a

measure of CO2 concentration and one of either stable isotopic composition or

∆14C. In order to investigate the potential for acquiring CO2 concentration, and

O2/N2, Ar/N2, stable isotope and ∆14C ratios all from a single sample, I performed

several tests to compare the difference between two consecutive CO2 extractions

out of one flask.

The analysis of flask air for CO2 concentration in the Scripps CO2 pro-

gram removes about 1 L STP of air from the flask. As mentioned in Section 2.18

above, analysis of O2/N2 and Ar/N2 by mass spectrometry and CO2 concentra-

tion by the Siemens IRGA in the AORG laboratory uses only 0.15 L STP of air.

Extraction of a CO2 sample using the automated extraction rack of the Scripps

CO2 Program then removes roughly 2 L STP of air. There is potentially 2 L of air
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left in a Scripps CO2 flask sample and 2.85 L in an AORG flask sample after one

extraction.

To determine whether the remaining air might be usable for isotopic anal-

ysis of CO2, I sampled 6 CO2 flasks and 4 AORG flasks concurrently on the Scripps

Pier on April 9, 2007. All flasks were analyzed for CO2 concentration and AORG

flasks were analyzed for δ(O2/N2) and δ(Ar/N2) ratios by mass spectrometry. I

then performed 2 consecutive extractions on the remaining air. The second ex-

traction of CO2 (sample B) did not produce as large a CO2 sample as the first

extraction (sample A), where the size ratio B/A averaged 0.36 for the CO2 flasks

and 0.74 for the AORG flasks. The second extraction is smaller from the CO2

flasks because more air is used in the measurement of CO2 concentration. All

CO2 samples were analyzed for stable isotope composition using a MicroMass Op-

tima dual-inlet mass spectrometer in the Scripps CO2 laboratory (Guenther et al.,

2001).

Figure 2.11 shows the deviation in δ13C in the CO2 samples against sample

size, which was measured as the pressure in mbar of the sample expanded into the

fully extended bellows of the mass spectrometer. The results are also listed in

Table 2.10. All of the smaller extractions had δ13C that was lower than the full-

sized extraction, with the difference in δ13C increasing with decreasing size. The

largest difference in δ(δ13C), -0.145 h, was observed in sample B of the smallest

size. The second extraction evidently results in a fractionation of the remaining

flask air. It is unlikely that the difference in δ13C and δ18O in the smaller samples

is caused within the mass spectrometer, as the CO2 samples are still large enough

to control sample gas pressure by adjusting the bellows.

Fractionation probably begins to occur when the pressure in the sample

flask drops below a certain level during the second extraction. At this point, the

upstream pressure is too low for the flow control valve to control the air flow, which

must then drop quite dramatically. The low air flow rate then allows the lighter

CO2 isotopomers to proceed more quickly to the spiral trap, resulting in a CO2
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Figure 2.11: δ13C in first and second extractions. δ(δ13C) shows the difference
from mean δ13C of all 10 first extractions. Size is the CO2 sample pressure mea-
sured inside the mass spectrometer in mbar. Circles show samples collected with
the single-valve flask used by the Scripps CO2 Program; triangles show samples
collected with the double-valve flask used by AORG. The solid line shows the
equation used to correct for fractionation (Equation 2.47)
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Table 2.10: δ13C in first and second extractions. δ(δ13C) shows the difference from
mean δ13C of all 10 first extractions. Flask type “CO2” refers to the single-valve
flask used by the Scripps CO2 Program; Flask type “O2” refers to the double-valve
flask used by AORG. Size is the CO2 sample pressure measured inside the mass
spectrometer in mbar.

Flask Type Extraction Size δ(δ13C)

CO2 First (A) 23.2 0.009
CO2 First (A) 23.2 -0.009
CO2 First (A) 23 -0.035
CO2 First (A) 23 -0.017
CO2 First (A) 23.1 -0.004
CO2 First (A) 23.2 -0.008
CO2 Second (B) 7.3 -0.145
CO2 Second (B) 8.9 -0.115
CO2 Second (B) 8.1 -0.131
CO2 Second (B) 8 -0.071
CO2 Second (B) 9.8 -0.077
CO2 Second (B) 7.9 -0.121
O2 First (A) 22.9 0.002
O2 First (A) 22.8 0.03
O2 First (A) 22.8 0.048
O2 First (A) 22.9 -0.012
O2 Second (B) 18.2 -0.04
O2 Second (B) 15.5 -0.014
O2 Second (B) 17.7 0.014
O2 Second (B) 16.1 -0.063
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sample that is isotopically lighter than the original composition.

This observation does not signify that there is any fractionation affecting

the sample A that is routinely used for isotopic analysis at Scripps. Rather, the

fractionating process probably begins during the second extraction and results in

an unequal separation of the sample B from the remaining flask air.

It is possible that this effect could be eliminated by stopping the second

extraction early, before the pressure in the flask drops low enough to allow the frac-

tionating process to initiate. Simply adjusting the program to run the extraction

for 5 minutes rather than 10 would likely result in a smaller, yet unfractionated

sample of CO2 that could be analyzed for stable isotopic composition.

Alternatively, the fractionation may be corrected for as the magnitude

of the fractionation appears to be predictable from the size of the sample. From

the results of the experiment shown in Figure 2.11 and Table 2.10, I fit equations

to calculate δ(δ13C) and δ(δ18O) from the sample size measured as the bellows

pressure inside the mass spectrometer using a Rayleigh fractionation model.

δ(δ13C) = 0.1071 ln(p/23) (2.47)

δ(δ18O) = 0.2177 ln(p/23) (2.48)

These equations were fit using a least squares approach in Matlab. The r2 values

for both equations are 0.8.

I applied Equations 2.47 and 2.48 to measurements of δ13C and δ18O in

B samples from Palmer Station. I then subtracted the δ(δ13C) and δ(δ18O) from

the measured values to correct for fractionation during extraction. The corrected

measurements of δ13C are shown as a time series in Figure 2.12 (black circles).

Also shown in Figure 2.12 are measurements of δ13C at Palmer Station conducted

by the Institute for Arctic and Alpine Research (INSTAAR) at the University of

Colorado, Boulder (gray circles). The top panel shows the INSTAAR measure-

ments as reported, and the bottom panel shows the INSTAAR measurements with

an addition of 0.13 h. The 0.13 h offset is an arbitrary value used to better

compare the variability in the two records.
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Figure 2.12: Corrected δ13C measurements at Palmer Station and δ13C in CO2

measured at INSTAAR. The bottom panel includes an addition of 0.13 h to the
INSTAAR data.
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After adjusting the INSTAAR measurements by 0.13 h, the agreement

with the corrected Scripps measurements of δ13C is very good at Palmer Station.

The records seem to reflect similar seasonal variability over 2005-2007 and show

similar levels of scatter in the measurements.

To ensure that the agreement found at Palmer Station is not merely an

artifact of the arbitrary constant offset applied to the INSTAAR data, I com-

pared routine Scripps δ13C measurements with INSTAAR data at another station:

Mauna Loa. The reported data are shown in the top panel of Figure 2.13; the

bottom panel of Figure 2.13 shows the INSTAAR data with the 0.13 h offset

added. Again, we find excellent comparability between the two records.

The 0.13 h offset used here was an estimate of the laboratory offset

based on comparing the δ13C measurements conducted at SIO and at INSTAAR,

not on an official laboratory intercomparison activity. The actual δ13C offset be-

tween several stable isotope measurement laboratories is under consideration by

the community of scientists conducting the measurements (Miller, 2006). The SIO

measurements have been compared in detail to the instrument and calibration

procedures of the Centrum voor Isotopen Onderzeok (CIO) at the University of

Groningen, The Netherlands, where SIO CO2 samples were analyzed for δ13C and

δ18O during the period 1977-1992. Measurements conducted at CIO were 0.112

h more negative, on average, than the corresponding SIO measurements. To

provide consistency throughout the entire period of δ13C measurement, published

measurements conducted at SIO have been adjusted by adding a -0.112 h offset

(Keeling et al., 1989, 1995; Gruber et al., 1999; Keeling et al., 2005b). The Scripps

measurements shown in Figures 2.12 and 2.13 have not been adjusted with the

CIO-SIO offset, suggesting that the laboratory offset between INSTAAR and CIO

is small. The δ13C values reported in the following chapters and appendices are

adjusted by -0.112 h.

These comparisons suggest that the corrections applied to the smaller B

samples from Palmer Station sufficiently correct for the effect of the fractionation
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Figure 2.13: Scripps δ13C measurements at Mauna Loa and δ13C in CO2 measured
at INSTAAR. The bottom panel includes an addition of 0.13 h to the INSTAAR
data.
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during extraction. This result is noteworthy because it indicates that CO2 concen-

tration and ratios of δ(O2/N2), δ(Ar/N2), δ13C, δ18O and ∆14C can all be analyzed

on the same air sample. By analyzing 5 L AORG flasks for O2/N2 and Ar/N2 on

the mass spectrometer, we retain enough air to complete two CO2 extractions that

provide CO2 samples for both ∆14C and stable isotopic analysis. As long as the

size of the second (B) CO2 sample is measured, it appears that we can correct

for fractionation using Equations 2.47 and 2.48. We may be able to eliminate the

need for a correction on the δ13C and δ18O measurements by adjusting the CO2

extraction procedures.

The ability to measure so many species in a single sample is an important

consideration in planning future sampling activities where the number of flasks

may be limited. The ability to perform analyses of multiple species could be

especially useful for short-term field campaigns by maximizing the utility of each

flask sample. It may also enable regular time series of more species, particularly

∆14C, to be performed at more background sampling sites.

Expanding the analysis of CO2, δ(O2/N2), δ(Ar/N2), δ13C, δ18O and

∆14C within a single background AORG air sample does necessitate significant

changes to the usual practice in AORG. While currently most samples undergo

interferometric analysis, the samples designated for CO2 extractions would have to

be analyzed only on the mass spectrometer. Such a change in analytical procedure

has implications for the long-term δ(O2/N2) records that form the basis of AORG

activities. Nevertheless, the measurement of this set of 6 different tracers from

within a single air sample is a capability that is unique to Scripps and that provides

new opportunities for future carbon cycle studies.

2.19 14CO2 Laboratory Intercomparison

In order to expand the interpretation of our ∆14C measurements, it is

desirable to combine our data sets with those measured by other laboratories. To
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do so, we need to examine the possibility of offsets in ∆14C from sampling or

analysis by different laboratories. Offsets are not expected to be large in ∆14C as

there have been ongoing intercomparison activities carried out by the radiocarbon

dating community for many years.

We are currently participating in a 14CO2 inter-laboratory comparison

activity to diagnose any laboratory offsets. This activity was initiated during

the 13th WMO Meeting of CO2 Experts, where T. Guilderson and I were present

to assist in the planning of the intercomparison. The comparison activity is be-

ing carried out at the Earth System Research Laboratory (ESRL) of the National

Oceanic and Atmospheric Administration (NOAA), where flasks from each labora-

tory are filled with air from 2 different reference cylinders. The flasks are returned

to the respective laboratories for CO2 extraction and measurement by AMS. The

participants of this intercomparison are: Scripps/LLNL; NOAA/University of Cal-

ifornia, Irvine; Tohoku University, Japan; the University of Groningen Center for

Isotope Research (CIO), the Netherlands; and the Commonwealth Scientific and

Industrial Research Organisation (CSIRO), Australia. The results of the 14CO2

intercomparison will be reported at the 15th Meeting of CO2 Experts in 2009.

Several laboratories, including the Heidelberg laboratory in Germany and

the Rafter laboratory in New Zealand, are unable to participate in the current in-

tercomparison activity. This is because these laboratories use counting techniques

to measure ∆14C and require high volume samples of CO2. It would be advan-

tageous to establish any offsets between these laboratories and Scripps/LLNL by

other means. One possibility for comparison would be to expand the CO2 sample

collection for ∆14C to include two sites that AORG or the Scripps CO2 Program

has in common with the Heidelberg network: Alert, Canada and Cape Grim, Aus-

tralia, and one site that the Scripps CO2 Program has in common with the Rafter

network: Baring Head, New Zealand. The overlapping time series that would re-

sult at these stations would enable laboratory offsets to be well quantified. An

alternative means of comparison could split a single, integrated high volume CO2
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sample collected by Heidelberg scientists into several CO2 samples that could be

dispersed to several laboratories.

We have already overlapping time series at Point Barrow, Alaska with

the University of California, Irvine’s AMS facility. Though these data have not

yet been statistically examined for offsets, it appears as though the two time series

are very similar.

2.20 Summary

This chapter described the methodology developed while pursuing im-

provements in measurement uncertainty of ∆14C in Scripps CO2 samples at LLNL.

Other than the Poisson counting uncertainty, the main source of uncertainty in

∆14C of CO2 was shown to be added when samples are analyzed in several batches,

or wheels. This added “between-wheel” uncertainty was identified by a larger over-

all scatter than the “within-wheel” scatter in Cyl-1 and Cyl-2 and is also reflected

by differences in the average ∆14C of Cyl-1 and Cyl-2 on different wheels. The

difference in average Cyl-1 and Cyl-2 between wheels is partly caused by small

differences in the composition of oxalic acid standard samples that are used in

normalization. The oxalic acid samples are prepared differently and show a larger

“within-wheel” scatter than the Cyl-1 and Cyl-2 samples.

We eliminated the uncertainty contributed by OXI targets by adopting

a new procedure of normalizing the CO2 sample targets using Cyl-1 targets. For

several wheels analyzed before 2006 that could not utilize the Cyl-1 normaliza-

tion procedure, we implemented corrections to OXI-normalized ratios. Incomplete

graphitization was found to result in low values of ∆14C, indicating that the iden-

tification of incompletely graphitized samples is important for eliminating low out-

liers. Figure 2.14 shows an example of the decreased scatter and the reduction of

wheel-to-wheel biases in the ∆14C time series when the above modifications were

incorporated into the data processing for Samoa. We also found that CO2 samples
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Figure 2.14: ∆14C at Samoa, calculated by OXI normalization (upper panel).
∆14C at Samoa, calculated by Cyl-1 normalization and adjustments to OXI nor-
malization as described in sections 2.15 and 2.16 (lower panel). Samples flagged
for incomplete graphitization were removed from the lower plot.

from Atmospheric Oxygen Research Group flasks were statistically indistinguish-

able in ∆14C as CO2 samples from the Scripps CO2 Program and that AORG

flask samples allow two CO2 samples to be extracted, enabling measurement of

CO2 concentration, δ(O2/N2), δ(Ar/N2), ∆14C, δ13C and δ18O from a single flask.

Measurements of Cyl-1 and Cyl-2 were integral to achieving high precision

14CO2 measurements at LLNL. The Cyl-1 and Cyl-2 targets provide a means of

quantifying the total measurement uncertainty in ∆14C of CO2 samples. After it

was revealed that the OXI normalization procedure added considerable uncertainty
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to the 14CO2 measurements, the Cyl-1 targets also provided an alternative reference

material to use in normalization. Use of Cyl-1 targets for normalizing measured

14C/13C ratios in CO2 samples was shown to improve measurement uncertainty to

a level of 1.7 h in ∆14C.

We intend to use the results of this thesis chapter for a journal article

providing guidelines to other laboratories wishing to incorporate measurements of

CO2 extracted from whole air cylinders in their data normalization. In addition,

at the 14th WMO/IAEA Meeting of Experts on Carbon Dioxide, Other Green-

house Gases, and Related Tracer Measurement Techniques in September 2007, Dr.

Ingeborg Levin and I wrote the expert recommendations for 14CO2 measurements.

As part of the recommendations, we advised the use of CO2 extracted from whole

air cylinders as a reference material for 14CO2 measurements.

2.21 Future measurements from the Scripps

archive

Though the methodological improvements made in this thesis have en-

abled substantial enhancements in measurement precision and reproducibility of

CO2 samples, we recommend several more improvements for future measurements

of CO2 from the Scripps Archive.

First, the equipment at CAMS needs to be improved to better identify

incompletely graphitized samples. Our experiments showed that the graphitiza-

tion reaction fractionates the CO2 sample, producing lower ∆14C in the resulting

graphite. Graphitization needs to achieve at least 96 % completion to ensure the

fractionation error is less than 2 h. Presently, low resolution pressure sensors

in the vacuum manifold at CAMS make it difficult to identify CO2 samples that

have not completed graphitization. Replacing the current pressure sensors with

better quality sensors that are also less temperature-sensitive will allow the user

to actively monitor the extent of the graphitization reaction. Then, the user can
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try to agitate samples to encourage the graphitization to proceed to completion,

or correct the measured ∆14C for a calculable amount of fractionation.

Second, the preparation of OXI targets needs to be changed to improve

their reproducibility. Measurements of OXI targets show larger scatter than the

Cyl-1 and Cyl-2 targets. We believe that the usual procedure of splitting OXI

CO2 gas into several reactors by individual aliquots introduces differences in the

resulting OXI targets. Preliminary tests on an alternative method of splitting OXI

by expanding OXI CO2 into several reactors at once suggested that this method

may reduce the scatter. Further tests on OXI preparation need to be performed.

Stable isotope analysis of the split OXI CO2 gas, using both methods to split

the CO2, would tell how much fractionation was introduced by splitting. Better

reproducibility in OXI would improve the determination of absolute ∆14C of Cyl-1

and Cyl-2.

As the LLNL AMS system measures only 14C4+ and 13C4+ ions, we are

currently unable to detect any target-to-target differences in fractionation that

may occur in the ion source as the targets are sputtered, or any target-to-target

differences in electron stripping efficiency inside the accelerator. Measurement of

all three carbon isotopes would allow correction of fractionation inside the instru-

ment, further improving the detection capabilities at LLNL. The implementation

of 12C− detection in the low-energy section and 12C4+ detection in the high-energy

section of the AMS has been discussed and may be possible in the next few years.

Alteration of the existing setup is a risk to the normal operation of the AMS and

therefore must be highly beneficial to the instrument performance. The proposed

modification for 12C− and 13C− detection in the low-energy section is estimated

to enable a precision of 2 h in δ13C. Such a low precision would only be useful in

detecting equivalent target-to-target differences in mass-dependent fractionation

of 4 h in ∆14C. As our current reproducibility is 1.7 h in ∆14C, this modifi-

cation would not appear to provide much benefit to the measurement precision

in ∆14C. Installing 12C4+ detection in the high-energy section would require sub-
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stantial modification, as the injection of the highly abundant 12C− ion into the

accelerator would make it difficult to sustain 6.5 MV at the center. 12C detection

at LLNL therefore has not yet been pursued in earnest.
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Chapter 3:

A 15-year record of variability in

∆14C of CO2 at La Jolla,

California

ABSTRACT

Monthly observations of ∆14C in CO2 at La Jolla, California from 1992

through 2006 are presented in this chapter. A decreasing trend is observed, which

averages -5.5±0.1 h yr−1 yet shows significant interannual variability. The most

prominent excursion from a linear trend occurs in 1998-2000, when relatively high

levels of ∆14C drop rapidly in 2000. This feature could be explained by enhanced

ventilation of the North Pacific in 2000 or by more intense fluxes of stratospheric

air across the tropopause during the 1998 El Niño. The amplitude of the seasonal

cycle varies from year to year, though maxima in ∆14C are consistently observed

in October. The phasing of seasonal maximum at La Jolla is similar to yet slightly

later than the maxima observed in other Northern Hemisphere midlatitude sta-

tions since the 1960s. We find that atmospheric dynamics driving stratosphere-

troposphere exchange and vertical mixing in the troposphere are likely to regulate

the seasonal variation of ∆14C at La Jolla. The record from La Jolla exhibits

83
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close correspondence with observations at Jungfraujoch, Switzerland by the Hei-

delberg Laboratory and Niwot Ridge, Colorado by the University of Colorado and

the University of California, Irvine. During 1992-2006, ∆14C at Jungfraujoch was

slightly higher, on average, than La Jolla (+2.2±4.6 h) however since 2003 the

measurements at La Jolla, Jungfraujoch and Niwot Ridge appear to be statistically

indistinguishable.

3.1 Introduction

Atmospheric measurements of 14C in CO2 began in 1954 (Rafter, 1955;

Rafter and Fergusson, 1957; Manning et al., 1990). A few stations have continued

∆14C measurements in CO2 for several decades, producing long time series that

captured the addition of bomb-derived 14C and the atmospheric response to the

exchange of this bomb 14C. These stations include Wellington, New Zealand (Man-

ning et al., 1990), Fruholmen, Norway (Nydal and Lovseth, 1983) and Vermunt,

Austria (Levin et al., 1985). In the mid-1980s, the Vermunt station was replaced

by sample collection at Jungfraujoch, Switzerland (Levin and Kromer, 2004).

These time series have provided valuable records of the atmospheric his-

tory of 14C following the massive perturbation of the nuclear weapons tests in the

1950s and 1960s. The response of the earth system to the additional 14C has been

an extremely useful measure of the exchange time between different carbon reser-

voirs. Our understanding of mixing between different parts of the atmosphere and

between the troposphere and the land biosphere and surface ocean has been greatly

enhanced by the records of 14C in CO2 during the 20th century (e.g. Goudriaan

1992; Lal and Rama 1966; Naegler et al. 2006).

Long term records will continue to provide a measure of the secular

changes in ∆14C in CO2 caused by evolving oceanic and biospheric 14C fluxes

and fossil fuel CO2 emissions. Here we contribute to previous atmospheric records

by initiating measurement of ∆14C in CO2 collected by the Scripps CO2 Program.
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We were able to produce a 15-year record at La Jolla by utilizing an archive of

CO2 samples that were saved for retrospective stable isotopic analyses.

Observations of ∆14C in CO2 from the Scripps CO2 Program use ad-

vancements in AMS measurement precision at Lawrence Livermore National Lab-

oratory. High precision measurements allow small anomalies to be distinguished

and investigated, leading to a more robust characterization of ∆14C variability in

the atmosphere. Improved understanding of 14C dynamics will provide insight on

internal cycling of carbon in the ocean and the terrestrial biosphere.

Long term background 14CO2 measurements from the Scripps CO2 Pro-

gram will also enable the expansion of 14C in regional studies of carbon cycling

(Levin and Hesshaimer, 2000). One of the applications of interest for ∆14C mea-

surements is their utility quantifying fossil fuel CO2. To identify local additions of

fossil fuel derived CO2 with high precision, an accurate characterization of back-

ground levels of ∆14C is critical. Our measurements reveal substantial and unpre-

dictable variability in ∆14C in air sampled at La Jolla under clean air conditions,

demonstrating that clean air measurements of ∆14C are necessary to define the

background ∆14C endmember in regional studies.

This chapter presents measurements of ∆14C in CO2 samples from the

Scripps CO2 Program collected at La Jolla, California between 1992 and 2006 and

discussions of potential influences on observed variability at multiple timescales.

3.2 Sampling and analysis of clean air samples

at La Jolla

CO2 sampling at La Jolla, California is conducted at the Scripps Pier on

the campus of the Scripps Institution of Oceanography. The Scripps Pier extends

320 m from the coast at an elevation of approximately 9 m above the sea surface.

The pier is located at 32◦52’N and 117◦15’W. Six evacuated 5 L round glass flasks

are filled with whole air when meteorological conditions are favorable for sampling
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clean marine air. These conditions occur in the afternoon when a steady, strong

wind is blowing onshore in a westerly or southwesterly sector. Continuous measure-

ments of CO2 concentration are additionally used to identify clean air conditions

suitable for flask sampling, based on short-term stability of CO2 levels.

Whole air samples are measured for CO2 concentration by non-dispersive

infrared gas analysis. Mixing ratios of CO2 are measured as µmol CO2 mol−1 dry

air, which is equivalent to parts per million (ppm). Measurement uncertainty is 0.1

ppm, based on extensive calibration activities (Keeling et al., 2002). Measurements

of replicate samples must agree within 0.4 ppm, and measured CO2 must fall within

3-σ from the concentration predicted by an exponential trend, 4 harmonics and

smoothing spline fit to previous measurements. Otherwise, the data is rejected

and the remaining flask air is discarded.

After analyzing CO2 concentration in whole air samples, the air remaining

in the flask is used to produce a pure CO2 sample. The cryogenic extraction of

CO2 proceeds by the description provided in Section 2.4.

Pure CO2 samples are either archived or used for analysis of stable isotope

composition. Measurement of δ13C and δ18O is conducted at Scripps by isotope

ratio mass spectrometry using a MicroMass Optima dual-inlet mass spectrometer

(Guenther et al., 2001). Precision in δ13C is ± 0.03 h. Values are reported on

the PDB scale and include the addition of an offset of -0.112 h. This offset

represents the calibration difference between SIO instruments and procedures and

those in practice at the Centrum voor Isotopen Onderzeok (CIO) at the University

of Groningen, The Netherlands where δ13C analyses were conducted on Scripps

CO2 samples during 1977-1992.

3.3 The Scripps CO2 archive

The Scripps CO2 Program began archiving samples of atmospheric CO2

from La Jolla in 1992. Archived samples were initially kept for retrospective mea-
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samples remaining

samples analyzed

Figure 3.1: Status of the Scripps CO2 archive from La Jolla. The first row shows
sample dates of CO2 samples which were analyzed for ∆14C at LLNL; the second
row shows sample dates of CO2 samples remaining in the Scripps archive.

surements of stable isotopic composition. In 2003, the archived CO2 samples began

to be used for ∆14C analysis as part of this thesis research. A subset of the archived

samples was allocated for ∆14C analysis at this time, and CO2 samples produced

since are also continually set aside for ∆14C.

The archive of CO2 samples from La Jolla designated for ∆14C analysis

comprised a total of 842 samples through the end of 2007. A diagram showing the

sample dates of CO2 samples that have been analyzed for ∆14C and CO2 samples

that remain in the archive is shown in Figure 3.1. For most sample dates at La

Jolla 2-3 replicate samples have been saved for ∆14C analysis.

Samples were selected from the archive for analysis to produce time series

spanning the length of the archive at roughly monthly resolution. Only 35 % of

the total archived samples have been utilized: 293 of 842 samples. The record pre-

sented here can be augmented by additional measurements in the future that could

improve the uncertainty in measured values and increase the temporal resolution.

3.4 ∆14C analysis

High precision measurements of 14C in atmospheric CO2 by Accelerator

Mass Spectrometry at Lawrence Livermore National Laboratory were developed

as a main part of this thesis work. The methods described in Chapter 2 and
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Graven et al. (2007) were employed to analyze ∆14C in CO2 samples from La

Jolla. Measurement uncertainty in ∆14C was 1.7 h for recently analyzed samples,

however 156 samples analyzed prior to 2006 had slightly higher uncertainties of 1.7-

2.7 h. A total of 256 CO2 samples from La Jolla were analyzed, which included 73

sample dates for which 2 or more replicate samples were analyzed. The ability to

measure replicate samples from La Jolla improved the accuracy of ∆14C reported

here.

3.5 ∆14C observations

The entire set of ∆14C observations from La Jolla is plotted in Figure 3.2.

Errorbars indicate the total measurement uncertainty for each sample, calculated

as in Section 2.15.2 or Section 2.16.6. Replicate measurements have been aver-

aged, and, in the cases where the standard deviation of replicate measurements

was greater than the total measurement uncertainty, the errorbars show the stan-

dard deviation of replicate measurements. The line in Figure 3.2 shows a cubic

smoothing spline.

Measurements from La Jolla are listed in Appendix B.1.1, together with

the CO2 concentration measured in the same flask air and the δ13C measured in a

concurrent sample. Replicate samples are listed singly, with the total measurement

uncertainty for individual samples.

Overall, the record shows a decreasing trend of ∆14C at La Jolla. Annual

variation can also be detected, though the seasonality is not consistent from year to

year. Periodic changes in ∆14C over timescales of several years are also suggested

in the time series.

The derivative of the cubic smoothing spline shown in Figure 3.2, is plot-

ted in Figure 3.3. The continuous derivative is shown by the solid line, annual

averages are shown with circles and the average annual change is represented by

the dotted line. This figure is included mostly for descriptive purposes, emphasiz-
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Figure 3.3: Derivative of the cubic smoothing spline fit to ∆14C at La Jolla and
shown in Figure 3.2. Circles show annual averages in the ∆14C derivative and the
dashed line shows the average annual change in ∆14C at La Jolla: 5.5 h yr−1.

ing that variability in ∆14C is apparent on several timescales in the measurements

at La Jolla.

3.5.1 Comparison with ∆14C at Jungfraujoch and Niwot

Ridge

Records have been published for two other clean air stations in the north-

ern mid-latitudes that overlap with the measurement period at La Jolla (1992-

2006): Jungfraujoch, Switzerland (Levin and Kromer, 2004) and Niwot Ridge,

Colorado (Turnbull et al., 2007). Comparing measurements from these stations to

the La Jolla data can provide an indication of the tropospheric variability within

clean air in the midlatitudes of the Northern Hemisphere.

CO2 samples have been collected at Jungfraujoch, Switzerland (46.5◦N,

8.0◦E, 3.6 km ASL) by I. Levin of the Institut für Umweltphysik, University of

Heidelberg, Germany since 1986. These samples are collected by the absorption

of CO2 from many liters of air into a alkaline solution over several days. ∆14C

has been measured by decay counting techniques with an average measurement

uncertainty of 2.7 h.

At Niwot Ridge, Colorado (40.1◦N, 105.6◦W, 3.5 km ASL), whole air sam-
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Figure 3.4: Comparison of ∆14C measured at La Jolla (black), Jungfraujoch (red,
left) and Niwot Ridge (blue, right). The upper panels show measured ∆14C with
uncertainties expressed as error bars and lines showing cubic smoothing spline
curves fit to each time series. The lower panels show the difference from the
smooth curve fit to measurements from La Jolla (black line in upper panels).

ples are collected as part of the National Oceanic and Atmospheric Administration

(NOAA) Global Monitoring Division (GMD) program. These samples are used to

measure concentrations and isotopic composition of several trace gases. Subse-

quent to analysis of trace gases and stable isotopes, the remaining air samples

from 2 flasks collected simultaneously are combined to produce one CO2 sample

for ∆14C analysis. Collection of remaining air for 14C analysis began in May 2003.

∆14C was measured initially by AMS at the Rafter Radiocarbon Laboratory in

New Zealand for samples collected prior to mid-2004, with measurement uncer-

tainty of approximately 2.6 h. Since 2004 ∆14C has been measured by AMS

at the University of California, Irvine (UCI). Measurement uncertainty at UCI is

comparable to LLNL: 1.8 h.

Comparison of ∆14C measurements from these different laboratories re-

quires that any instrument or calibration offsets must be small; close correspon-
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dence between records could result from compensation of laboratory offsets by real

atmospheric differences. Because of a long history of intercalibration activities

between these labs for purposes of radiocarbon dating, laboratory offsets are not

expected to be large. Potential offsets are in the process of being diagnosed in the

first intercomparison activity specific to 14C in CO2, described in Section 2.19.

∆14C records from the three stations, La Jolla, Jungfraujoch and Niwot

Ridge, are shown in Figure 3.4. Jungfraujoch data has been updated from Levin

and Kromer (2004) through personal communication with I. Levin. Data from

each station is plotted in a different color with errorbars denoting measurement

uncertainty on each sample and a line showing the fit to a cubic smoothing spline.

The bottom panels show the residuals calculated by subtracting the smoothing

spline fit to the La Jolla measurements.

Comparison of the three Northern Hemisphere records of ∆14C in Figure

3.4 suggests that the differences between stations are small. The average in the

residuals from Jungfraujoch is +2.0 h, with a standard deviation of 4.6 h. The

apparent offset of Jungfraujoch from La Jolla is small, yet the excursions are mostly

positive. Performing an “Analysis of Variance” (Winer, 1971) on the residuals from

La Jolla and Jungfraujoch (shown in the bottom panel of Figure 3.4) results in a

p value that is near zero (p = 1.3 × 10−7) indicating that there is a statistically

significant difference between the two records. The agreement seems to improve

since 2003; an Analysis of Variance for the 2003-2006 period produced a p value of

0.4 which does not refute the hypothesis that the residuals from each station have

the same mean (i.e. 0). Correspondence between La Jolla and Niwot Ridge was

very close, the residuals at Niwot Ridge had a mean value of +0.6±3.1 h and the

p value from an Analysis of Variance was 0.4.

The seasonal cycle seems to be variable at all three sites, and also seems

to vary between sites in an individual year. For example, 1995 exhibited a strong

seasonal cycle at Jungfraujoch whereas ∆14C at La Jolla for that year showed no

discernable seasonal changes. In 2005, a strong seasonal cycle was observed at
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La Jolla but Niwot Ridge and Jungfraujoch did not show unusually large annual

variation.

Comparison of ∆14C records at La Jolla, Jungfraujoch and Niwot Ridge

suggests that there is little difference between the stations despite their spatial

and vertical separation. Jungfraujoch is 2 h higher than La Jolla, on average,

which was found to be significant, however this difference is not apparent in the

last 4 years. It appears that all three stations enable the sampling of air that

is representative of background ∆14C levels in the midlatitudes of the Northern

Hemisphere.

The differences observed in ∆14C between La Jolla and Jungfraujoch prior

to 2003 may reflect variability in atmospheric transport or regional exchanges of

14C associated with climatic patterns. Further examination of the temporally

varying gradient between these two stations using atmospheric transport modeling

could provide valuable insights to the transport and exchange of 14C and CO2 in

the Northern Hemisphere.

3.5.2 ∆14C, CO2 and δ13C

Measurements of ∆14C, CO2 and δ13C at La Jolla are plotted together

in Figure 3.5. ∆14C is shown as circles in the top panel, where replicate mea-

surements have been averaged. Measurement uncertainty is plotted as errorbars

where replicate measurements show the larger of the measurement uncertainty or

the standard deviation in all replicates (as in Figure 3.2). The solid curve shows

monthly values of ∆14C which were calculated from a function incorporating a lin-

ear trend (a+bt), a single harmonic (c cos(2πt)+d sin(2πt)) and a cubic smoothing

spline (s(t)) fit to the ∆14C observations:

y = a+ bt+ c cos(2πt) + d sin(2πt) + s(t) (3.1)

The monthly values plotted in Figure 3.5 are listed in Appendix B.2.

The datapoints plotted as circles in the middle panel show the measured
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Figure 3.5: Observations of ∆14C, CO2 and δ13C at La Jolla since 1992. Line in
∆14C shows monthly values as calculated by Equation 3.1 and listed in Appendix
B.2. For CO2 and δ13C, the lines show monthly means and the circles show the
sample dates for which ∆14C was measured, corresponding to the circles in ∆14C.
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CO2 concentration in the flask samples where the extracted CO2 sample was used

for ∆14C analysis. The lines connect monthly values as reported in Keeling and

Whorf (2005).

The datapoints plotted as circles in the bottom panel show the measured

δ13C ratios in CO2 samples that were collected concurrently with CO2 samples

used for ∆14C analysis. The lines show monthly values as reported in Keeling

et al. (2005a).

Plotting ∆14C, CO2 and δ13C together enables the comparison of vari-

ability in the concentration of CO2 and its isotopic composition. Each parameter

shows a secular trend and seasonal cycle. Seasonal variation in CO2 and δ13C

are caused by intensive photosynthetic activity of the terrestrial biosphere in the

Northern summer, where opposite cycles can be explained by the preferential as-

similation of 12CO2 by the land plants. ∆14C exhibits seasonal phasing that is

not unlike δ13C though the dominant process driving the seasonality of ∆14C is

probably not biospheric exchange, as discussed in Section 3.8.3. This figure also

suggests that slight outliers in ∆14C are not correlated with unusual deviations in

CO2 or δ13C, providing confidence that the CO2 samples represent clean air and

that ∆14C reflects real atmospheric variability with random errors from measure-

ment uncertainty.

3.6 Secular trend of ∆14C

The record of ∆14C at La Jolla exhibits a trend toward more negative

values. Over the recent decades, including the period of observation at La Jolla:

1992-2006, the trend of ∆14C was regulated by several processes. Net fluxes of 14C

related to the relaxation of the bomb perturbation interacted with the enhanced

dilution of atmospheric 14C through ever-increasing fossil fuel emissions. Oceanic

exchange continued to take up bomb 14C, on average, whereas the shorter average

residence time probably converted the terrestrial biosphere into a source of 14C
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(Caldeira et al., 1998; Randerson et al., 2002) between 1985 and 2000. The rate

of decrease of ∆14C is sensitive to the annual emissions of fossil fuel CO2 and the

evolving disequilibrium between biospheric and oceanic carbon exchanging with

the atmosphere.

We have begun work quantifying the sensitivity of atmospheric ∆14C to

these processes, specifically with respect to fossil fuel emissions, using simulations

of a simple box diffusion model, as in Oeschger et al. (1975) and Joos et al. (1997).

The results of this work are preliminary and therefore are not included here.

Figures 3.6 and 3.7 demonstrate the fit of the ∆14C record at La Jolla

to linear, exponential and polynomial models. For comparison, the trend in atmo-

spheric ∆14C exhibited a fairly linear trend during 1900-1950 (Stuiver and Quay,

1981): ∆14C declined steadily by ∼4 h decade−1 over 1900-1950. In the 1950s,

∆14C rose sharply in response to the nuclear weapons tests. After the nuclear test

ban treaty in 1963, ∆14C began to decline quasi-exponentially.

A simple linear least squares fit the La Jolla data resulted in a trend

of -5.5±0.1 h yr−1. 0.1 represents the 1-sigma uncertainty (68.3 % confidence

interval) in fitted slope. The fitted line is plotted in Figure 3.6a, with the residual

∆14C after subtraction of the fitted line plotted in Figure 3.6b.

The linear model shows a reasonable fit to the long term change in ∆14C.

Interannual variability in the trend is also suggested by the residuals as there are

consecutive years with consistently high δ∆14C (e.g. 1995-96) or consistently low

δ∆14C (e.g. 1998-99 and 2003-04). Deviations from the fitted line are less than 10

h; the standard deviation in the residuals is ±3.5 h. The presence of irregular

annual variations is evident in the residuals.

Fitting an exponential function to the La Jolla ∆14C record, plotted in

Figure 3.6c, results in a decay constant or e-folding time of 16.4±0.2 years. This

fitted parameter is in remarkable agreement with the exponential trend observed in

earlier records. Measurements at Shauinsland, Germany during 1977-1996 exhib-

ited a decay constant of 16.3±0.2 years (Levin and Kromer, 1997). Observations
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Figure 3.6: ∆14C observations from La Jolla fit to linear and exponential models
(solid curves in a. and c., respectively). Residual ∆14C after subtraction of linear
and exponential fits are shown in b. and d., respectively, where the solid curves
show cubic smoothing splines through the residuals.
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Figure 3.7: ∆14C observations from La Jolla fit to a polynomial model (top panel).
Residual ∆14C after subtraction of polynomial fit is shown in lower panel, where
the solid curve shows a cubic smoothing spline through the residuals.

from the South Pacific during the period of the bomb testing through 1987 also

show a decay time of roughly 17 years (Manning et al., 1990).

The scatter in residuals of ∆14C calculated by subtracting the exponential

fit is ±3.7 h (Figure 3.6d), indicating that the exponential fit is slightly poorer

than the linear fit to the data. The periods showing the least coherence between

the fit exponential and the observations are the middle and the end of the 15-year

record. Disagreement in these specific sections of the record might be expected for

an exponential fitted to linear data. However, the linear fit also shows excursions in

similar periods, suggesting that genuine variability caused interannual anomalies

in ∆14C at La Jolla.

Finally, the La Jolla measurements were fit to a 4th order polynomial,

shown in Figure 3.7 (upper panel) with the residual ∆14C after subtracting the

fit shown in the lower panel. The polynomial fit shows the best correspondence
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to the data. The scatter in the residuals has improved relative to the linear or

exponential fits (±3.1 h) and multi-year periods of coherent positive or negative

excursions are less apparent.

The improvement shown in the polynomial fit indicates that the fluxes of

14C driving changes in ∆14C at La Jolla vary on interannual timescales.

3.7 Interannual variability in ∆14C

In this section, the interannual changes in ∆14C at La Jolla are inves-

tigated. First, the seasonal variation is removed by the use of cubic smoothing

splines (Figure 3.8). The seasonal variation was estimated by subtracting a cubic

smoothing spline loosely fit to the ∆14C observations at La Jolla, then fitting a

stiff spline to the residual ∆14C. The stiff spline estimating the seasonal variation

was evaluated for the sample dates at La Jolla and then subtracted from the orig-

inal ∆14C measurements (shown in top panel of Figure 3.8). The lower panels of

Figure 3.8 show the subtraction of both the seasonal variation (annual cycles) and

the linear or exponential trend from Figure 3.6a and c.

Removal of the seasonal variation in ∆14C at La Jolla reveals interannual

anomalies. The anomaly differs slightly whether the linear trend or exponential is

assumed, however several features are robust to either assumption. The strongest

excursion is the anomalously high ∆14C in 1998-1999, followed by a rapid decrease

in ∆14C in 2000. Shorter periods near 1995 and 2004 also show relatively high

levels of ∆14C.

Figure 3.9 shows the derivative in the apparent ∆14C anomaly at La Jolla,

calculated with linear (black) and exponential (purple) trends removed. Several

climatic indices are also plotted in Figure 3.9; these will be discussed in the fol-

lowing sections.

The anomalies of ∆14C shown in Figure 3.8 presumably reflect interan-

nual variability in the fluxes of 14C to the troposphere. As we only have long
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records of ∆14C at La Jolla, we cannot conclude that the anomalies are global in

nature. However, the anomalous changes in ∆14C over 1998-2000 are also observed

at Jungfraujoch (Levin and Kromer, 2004), suggesting that this feature extended

through the Northern Hemisphere midlatitudes. Upcoming publications of South-

ern Hemisphere measurements by K. Currie and I. Levin will provide important

perspective on the extent of recent ∆14C anomalies in the atmosphere.

14C fluxes are determined by both the magnitude of the carbon flux and

the isotopic disequilibrium between the source and the troposphere. This can be

seen in the following equation incorporating an approximation of mass balance in

total CO2 and in 14C:

δ∆atm = f (∆a −∆i) (3.2)

Here δ∆atm represents the change in ∆14C of atmospheric CO2 resulting from the

addition of carbon, f denotes the fraction of CO2 derived from the carbon source,

∆a is the ∆14C signature in the source of carbon and ∆i is the initial atmospheric

∆14C. Carbon reservoirs that have similar ∆14C to the atmosphere would have to

experience larger anomalies in the mass flux of carbon to produce the same effect on

∆14C as flux anomalies from reservoirs that are more disparate from atmospheric

∆14C.

The following sections investigate possible causes for interannual variabil-

ity of ∆14C observed at La Jolla: air sea gas exchange, land biosphere exchange,

stratosphere-troposphere exchange, cosmic ray flux, and fossil fuel emissions.

3.7.1 Interannual variability in air-sea gas exchange

Exchange of CO2 across the ocean’s surface is driven by gradients in

partial pressure of CO2 (pCO2) between the local atmosphere and the surface

water. Strong air-sea gradients can result from the upwelling of deep water to

shallow areas. Deep waters can exhibit higher pCO2 due to the remineralization of

organic matter and they also tend to be depleted in 14C, relative to the atmosphere,

due to radioactive decay while isolated from the surface.
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The El Niño Southern Oscillation (ENSO) is a climatic phenomenon that

describes anomalous atmospheric and oceanic circulation in the tropical Pacific

(Philander, 1983). During El Niño conditions the predominant trade winds weaken

and shift the area of strong convection eastward. Upwelling of deep waters in

the eastern equatorial Pacific is greatly reduced and precipitation patterns are

altered globally. These effects profoundly influence the net fluxes of carbon to the

atmosphere. The reduced upwelling in the eastern tropical Pacific prohibits the

exchange of deep, carbon-rich waters with the atmosphere that usually constitute

a significant source of CO2 to the atmosphere (Feely et al., 1999).

Growth rates in CO2 concentration have been shown to be correlated with

ENSO indices (Bacastow et al. 1980; Keeling et al. 1995; Rayner et al. 1999; Bous-

quet et al. 2000; Figure 3.9), which provide a measure of the presence and intensity

of El Niño conditions using observations from the equatorial Pacific. The Multi-

variate ENSO Index (MEI) incorporates measurements of sea-level pressure, wind,

sea surface and surface air temperature, and cloudiness to characterize anomalies

associated with El Niño or the opposite, La Niña, conditions. The MEI is plotted

in the second panel of Figure 3.9.

El Niño could influence atmospheric ∆14C through the suppression of

equatorial upwelling. Dutta (2002) found significant coherence between tropo-

spheric 14CO2 and the Multivariate ENSO Index during the period 1651-1950

recorded in tree rings in Washington, USA and during the period 1970-1994 mea-

sured with atmospheric CO2 sampling at Wellington, New Zealand. The correla-

tion between the records was observed to be highest with zero lag or with atmo-

spheric ∆14C leading the MEI by several months. As a similar lead in tropical

oceanic CO2 flux anomalies was found by Rayner et al. (1999), Dutta concluded

that the positive ∆14C anomalies are caused mainly by the reduction in oceanic

CO2 exchange. Observation of reduced atmospheric ∆14C in Aychapicho, Ecuador

in 1992-93 was attributed to local oceanic CO2 exchange by Rozanski et al. (1995).

The modulation of air-sea fluxes of 14C during El Niño can also be inferred from
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ENSO-related variation of ∆14C in corals growing in shallow tropical Pacific waters

(Guilderson and Schrag, 1998; Guilderson et al., 2004).

The dissolved inorganic carbon in surface waters of the equatorial Eastern

Pacific had ∆14C of approximately 70 h during 1997-98, as recorded by shallow

corals at Wolf Island measured by T. Guilderson. The air-sea gradient in ∆14C was

then approximately 30 h, with surface waters slightly depleted in 14C compared

to the atmosphere. This air-sea gradient for the equatorial Eastern Pacific in

1997-98 is much smaller than the gradient would have been previously, due to

the uptake and transport of excess 14C by the ocean after the nuclear weapons

tests. Performing a calculation similar to Equation 3.2 suggests that a change

in ∆14C of +2 h yr−1 could only be caused by the removal of a 26 Pg C yr−1

tropical CO2 outgassing flux, when estimating that this CO2 source is well-mixed

through the tropics. A 26 Pg C yr−1 tropical CO2 outgassing flux is an order of

magnitude larger than the estimated negative flux anomaly associated with the

early stages of the 1997-98 El Niño (Rayner et al., 1999), indicating that variation

in tropical upwelling cannot explain interannual variability in ∆14C at La Jolla

over 1998-2000.

Upwelling of deep waters also occurs in the higher latitudes. The Pacific

Decadal Oscillation (PDO) is a pattern of interdecadal climatic variability in the

North Pacific (Mantua and Hare, 2002; Miller et al., 1994). The phase of the PDO

is determined by anomalies in sea surface temperature, which form the basis of a

PDO index (plotted in Figure 3.9 and available at

http://jisao.washington.edu/pdo/PDO.latest). The PDO exhibits abrupt shifts

which affect wind stress and mixing in the upper ocean and lead to dramatic im-

pacts on marine ecosystems (Mantua and Hare, 2002; Miller et al., 1994). Such

shifts were observed in 1925, 1947 and 1977 (Mantua and Hare, 2002). Investiga-

tion of the mechanisms causing the PDO and descriptions of its climatic effects

are still in the early stages as the climatic pattern was only identified in the 1990s.

The PDO index suggests that changes in the pattern of sea surface tem-
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perature occurred in the North Pacific in 1999-2000. The PDO may have shifted

from the “warm” phase to the “cool” phase at this time (Chavez et al., 2003),

though definitive identification of a phase shift will not be possible until a longer

period of time has elapsed (Mantua and Hare, 2002).

Climatic variability may influence the air-sea exchange of CO2 in the

North Pacific due to changes in ventilation of deep waters (Patra et al., 2005b;

McKinley et al., 2006). In their inversion study, Patra et al. (2005b) estimate a

∼1 Pg C yr−1 net CO2 flux anomaly occurred in the North Pacific in 2000, and that

the fluxes in the North Pacific have significant negative correlation with the PDO.

Hamme and Keeling (manuscript in review) have observed a shift in atmospheric

potential oxygen during 1999-2001 which seems to be explained by enhancements

in the ventilation of deep, O2-depleted waters. Hamme and Keeling note that the

winter of 2000-01 exhibited the coldest SSTs observed in the Pacific north of 40◦

over the period 1992-2008, which can indicate anomalously deep mixing.

Enhanced ventilation of the North Pacific could cause a negative anomaly

in atmospheric ∆14C if the ventilated waters were significantly depleted in ∆14C

relative to the atmosphere. Results from the World Ocean Circulation Experiment

(WOCE) in the 1990s show that ∆14C age is positively correlated with apparent

oxygen utilization in the Pacific (Key et al., 2002). This relationship is expected as

O2 is removed during remineralization of organic carbon and ∆14C is removed by

decay as a water mass ages, as long as the water mass is old enough that intrusion

of bomb excess 14C has not elevated ∆14C. WOCE data from section P13 collected

along 164◦E in 1992 showed ∆14C of -30 to +4.6 h in surface samples, which

corresponds to an air-sea gradient of 130-160 h. If the ∆14C of surface waters

in this area of the Northwest Pacific near the Kamchatka Peninsula in 2000 was

similar to or more depleted than ∆14C observed in 1992 because of enhanced

upwelling, an increase of ≤3 Pg C yr−1 in the gross flux of CO2 from this area

could explain the observed ∆14C anomaly in 2000. This estimate is based on a

simple calculation, assuming atmospheric ∆14C in 2000 was 85 h, average ∆14C



106

in surface waters was -11 h and that the anomalous gross CO2 flux was mixed

into the Northern Hemisphere troposphere, north of 30◦. As Patra et al. (2005b)

estimate a net CO2 flux anomaly of ∼1 Pg C yr−1 in the North Pacific in 2000, it

is possible that anomalous gross exchange of ≤3 Pg C yr−1 from the Kamchatka

area provide an explanation for the decline in ∆14C at La Jolla in 2000.

Changes in North Pacific air-sea CO2 exchange need to be investigated

further to estimate more accurately how large of an effect could be expected in

atmospheric ∆14C. As described in the previous section, the influence of oceanic

fluxes of CO2 on atmospheric ∆14C is highly dependent on the level of ∆14C in the

surface water, our knowledge of which would be aided by more recent observations

of ∆14C in the North Pacific surface ocean. Continued observation of ∆14C at La

Jolla will enable more robust identification of interdecadal variability and potential

correlation with ventilation of the ocean at mid- to high latitudes of the Northern

Hemisphere.

3.7.2 Interannual variability in land biosphere exchange

The exchange of carbon between the atmosphere and the land biosphere

varies interannually in response to climatic and anthropogenic influences. Variation

in the gross terrestrial flux of CO2 to the atmosphere may therefore contribute to

anomalies in ∆14C of CO2 at La Jolla.

Significant interannual changes in atmospheric CO2 concentration can be

attributed to El Niño periods, with the largest perturbation caused by an anoma-

lous terrestrial source of CO2 (Rayner et al., 1999; Bousquet et al., 2000). Altered

atmospheric circulation patterns produce warmer, drier conditions, on average,

that enhance respiration fluxes from the terrestrial biosphere and promote the re-

lease of carbon through wildfires (Van der Werf et al., 2004). For the 1998 El Niño,

the anomalous land flux may have been 2-6 Pg C yr−1 (Patra et al., 2005a), where

most of the source was caused by biomass burning.

While the net biospheric CO2 flux to the atmosphere was anomalously
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high because of the 1998 El Niño, the gross fluxes influencing ∆14C changed by

a smaller percentage (<5%). As the average ∆14C disequilibrium between the

biosphere and the atmosphere was probably less than 30 h in 1998 (Randerson

et al., 2002), the influence of enhancements in biospheric fluxes of 2-6 Pg C yr−1

on atmospheric ∆14C would be less than 0.5 h yr−1.

However, El Niño could have a substantial influence on atmospheric ∆14C

by releasing long-lived biospheric carbon with high ∆14C during biomass burning.

Van der Werf et al. (2004) estimate that fire activity accounted for 66 ±24% of the

CO2 growth rate anomaly during the 1998 El Niño. Fires could increase the average

age of biospheric carbon released to the atmosphere, which could mean that the

isotopic disequilibrium between the atmosphere and the mean biospheric signature

could have been larger than average. This would enhance any perturbation that

may be effected on ∆14C by the terrestrial biosphere during El Niño.

To estimate the possibility for respiration and biomass burning to drive

the observed ∆14C anomaly at La Jolla, the disequilibrium between the atmosphere

and the average ∆14C in the anomalous biospheric carbon source required to ex-

plain increases of +2 h yr−1 was calculated. Assuming the additional biospheric

flux of 2-6 Pg C yr−1 was mixed into the Northern Hemisphere troposphere, this

carbon would have to have been at least 100 h or as much as 300 h higher than

atmospheric ∆14C to account for a 2 h yr−1 positive anomaly. These calcula-

tions suggest it is unlikely that the variability in ∆14C at La Jolla can be solely

attributed to biospheric fluxes, however, carbon released from wildfires probably

did cause a small increase in atmospheric ∆14C in 1998.

3.7.3 Interannual variability in stratosphere-troposphere

exchange

Mixing of air from the stratosphere increases ∆14C in the troposphere

as stratospheric air is enriched in ∆14C from cosmogenic production of 14C and

because it is isolated from exchanges that deplete ∆14C at the surface. The mag-
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nitude of stratosphere-troposphere exchange (STE) is influenced by El Niño (Zeng

and Pyle, 2005; James et al., 2003). More intense STE is observed during the

positive phase of El Niño, which may be driven by changes in the subtropical jet

(Langford, 1999). Using a coupled climate-chemistry model, Zeng and Pyle (2005)

found extratropical STE increased by 10 % over the mean value in 1998, then

dropped to 10 % below the mean value in 1999. Appenzeller et al. (1996) estimate

the extratropical STE is 3.5×1017 kg yr−1. The effect on tropospheric ∆14C of a

10 % increase in STE over one year would be ∼ 2 h higher ∆14C, assuming the

stratospheric air was 50 h more enriched than the troposphere and initially mixed

into the troposphere north of 30◦N. This simple estimate corresponds reasonably

well with the observed ∆14C anomaly at La Jolla, suggesting that enhancements

in STE exchange caused by El Niño may drive interannual variability of ±2-3 h

in Northern Hemisphere ∆14C.

The Quasi-Biennial Oscillation (QBO) is a periodic variation in the trop-

ical stratospheric winds which regulate tropical upwelling of tropospheric air into

the stratosphere (Baldwin et al., 2001). The QBO influences extratropical plan-

etary waves that regulate surface weather patterns and stratosphere-troposphere

exchange. Through mass continuity, tropospheric upwelling rates in the tropics

also influence the large scale overturning circulation in the atmosphere. The QBO

has an average period of 28 months.

Hamilton and Fan (2000) investigated a potential QBO effect in long-

lived trace gases through modeling of atmospheric dynamics associated with the

QBO. Transport effects related to the QBO were found to be a significant influence

on simulated atmospheric growth rates of atmospheric N2O and CH4.

Through the modulation of 14C-enriched stratospheric air input to the

troposphere, the QBO could also influence tropospheric levels of ∆14C. Though

not apparent in Figures 3.8 and 3.9, spectral analysis of the detrended monthly

values of ∆14C at La Jolla suggested regular variability with a period of 28 months

exists in the data. This period is also a mode of variability in the QBO index
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Figure 3.10: Power spectra of ∆14C at La Jolla (black) and the Quasi-Biennial
Oscillation Index (purple) in left panel. The dashed line shows the frequency
corresponding to a period of 28 months. The results of a random phase test
between ∆14C at La Jolla and the QBO Index for different lags are shown at right,
with correlation in the upper panel and significance in the lower panel.

over 1992-2006, which is measured as the anomaly in stratospheric tropical zonal

wind strength (available at http://www.cpc.noaa.gov/data/indices/). The power

spectra of monthly ∆14C at La Jolla and the QBO index are shown in Figure

3.10. The two records do not show significant correlation for any lag time in

a random phase test (also shown in Figure 3.10), which is a test of time series

correlation appropriate to use when there is high serial correlation expected in the

data (Ebisuzaki, 1997). However, it is possible that transport effects related to the

QBO may be a small influence on extratropical 14C that could become detectable

in the next few years.



110

3.7.4 Interannual variability in cosmic ray flux

The production of 14C is regulated by the flux of cosmic ray particles

entering the Earth’s atmosphere. During periods of intense solar activity, cosmic

rays are deflected from entering the atmosphere and 14C production is reduced.

When solar activity is diminished, more cosmic radiation penetrates the atmo-

sphere causing enhanced production of 14C.

Solar activity varies on an 11 year cycle, as well as on longer timescales.

The activity of the sun has historically been estimated by counting the number of

spots visible on the face of the sun. Counts of the number of sunspots are plotted

in Figure 3.9 with data from NOAA’s National Geophysical Data Center (available

at http://www.ngdc.noaa.gov/stp/SOLAR/getdata.html).

Several observations of ∆14C in tree rings, wines, whiskies and plant

seeds have suggested the occurrence of an 11-year cycle with ∼10 h peak-to-

peak variation in atmospheric ∆14C during the early 1900s that may be correlated

with the solar cycle (Burchuladze et al., 1980, 1993; Baxter and Walton, 1971;

Stuiver and Quay, 1981). Stuiver and Quay (1981) calculate that the modulation

of 14C production caused by the 11-year solar cycle would have a small effect on

atmospheric ∆14C of only 1 h. Though the production varies by a substantial

amount, ∼10 % (Lowe and Allan, 2002), production anomalies are not sustained

for very long and changes in ∆14C are buffered by exchanges with the biospheric

and oceanic reservoirs of 14C. Baxter and Walton (1971) propose that the observed

variation in ∆14C in the early 1900s could be influenced by the climatic effects of

solar intensity on the exchange of air between the stratosphere and troposphere,

rather than the variation in total inventory of 14C in the atmosphere.

The ∆14C record at La Jolla extends from the end of solar cycle 22

through solar cycle 23. Comparing the derivative of the anomaly in ∆14C at

La Jolla shown in Figure 3.9 to the sunspot cycle plotted in the bottom panel does

not reveal any obvious relationship. In the records of the early 20th century, at-

mospheric ∆14C was positively correlated with the sunspot number. In the record
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from La Jolla, ∆14C is not consistently high when solar activity is high. As the 15-

year record does not provide a long enough time series to clearly identify decadal

variations, we cannot conclude whether solar activity has a significant impact on

atmospheric ∆14C in recent decades.

3.7.5 Interannual variability in fossil fuel emissions

Over the period of ∆14C observation at La Jolla global emissions of fossil

fuel CO2 rose by approximately 2 % per year, ranging between -0.8 to 5.4 % growth

each year (Marland et al., 2007; Canadell et al., 2007). The influence of fossil fuel

emissions on global ∆14C increased over this period. While fossil fuel emissions

are a major determinant of the long-term trend in ∆14C, growth in emissions has

been mainly been steady and does not show temporal variability that is coherent

with interannual ∆14C variability at La Jolla nor large enough to expect positive

and negative anomalies of several h.

3.7.6 Conclusions about secular trend of ∆14C

The most outstanding feature in the record of ∆14C in CO2 at La Jolla is

a relative maximum in 1998-1999 which rapidly changes to a negative anomaly in

2000. Through examining potential influences on ∆14C at interannual time scales,

we find that this anomaly is likely to be caused by changes in oceanic ventilation in

the North Pacific or by modulation of stratosphere-troposphere exchange related

to the 1998 El Niño. Release of long-lived carbon with enriched ∆14C by biomass

burning during El Niño may also explain a portion of the relatively high ∆14C in

1998-1999.

We suggest that ∆14C is sensitive to climatic variability and that ex-

amination of ∆14C anomalies could provide new information on gross CO2 fluxes

across the ocean surface. Further investigation of the anomaly in 1998-2000 would

be aided by atmospheric ∆14C measurements from the Southern Hemisphere over
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this period as well as simulations of atmospheric transport including stratosphere-

troposphere exchange.

3.8 Seasonal cycle

3.8.1 Observation of seasonal cycle

The ∆14C observations from La Jolla show substantial variability at sub-

annual timescales. The following sections characterize the seasonal variation at La

Jolla and discuss the potential influences driving the changes in ∆14C during the

year.

The seasonal cycle at La Jolla can be examined by subtracting the trend

of ∆14C and overlaying the detrended ∆14C from all years onto a single calendar

year, as shown in Figure 3.11. Here, the linear trend from Section 3.6 was sub-

tracted. Each year of data is shown with a different symbol and monthly means

and standard deviations are shown by black circles and error bars.

Figure 3.11 indicates that ∆14C at La Jolla is lower in the first half of the

year, and higher the second half. Highest values tend to occur in September and

October, whereas the lowest ∆14C is found in April. The difference between the

seasonal minimum and maximum is approximately 5 h, on average. Comparison

of all 15 years shows substantial scatter, where deviation around the monthly

means shown in black is ±3-5 h. Part of this scatter is caused by excursions from

the linear trend investigated in the previous section. Part of the scatter also arises

from year-to-year variability in the seasonal cycle at La Jolla.

Another estimate of the average seasonal variation at La Jolla can be

obtained by fitting a linear trend and single harmonic to observed ∆14C. The

components of this function are the first 4 terms of Equation 3.1. The fit is plotted

in Figure 3.12 together with the ∆14C observations. The lower panel shows the

residuals after subtracting the fitted function. Comparison to the removal of only

the linear trend (Figure 3.6b) shows that most of the subannual variability has
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Figure 3.11: Seasonal variation in detrended ∆14C observations from all years.
Symbols represent measurements from different years and black circles and error-
bars show mean and standard deviation for each month.

been removed. Seasonal variation remains in the residuals of some years which

show substantial scatter (±3.1 h) overall, reflecting the interannual variation in

the seasonality of ∆14C at La Jolla.

To better examine the fitted harmonic, the cycle for each year is shown in

Figure 3.13 with the trend removed. The fitted parameters of the harmonic suggest

the average seasonal cycle has a peak-to-peak amplitude of 5.0±0.5 h, which

is twice the amplitude of the sinusoid in Figure 3.13. The seasonal amplitude

calculated by the harmonic and by overlaying detrended ∆14C from each year

(Figure 3.11) are similar. The maximum ∆14C in the fitted harmonic occurs on

October 19, ±11 days. The trend fitted to this function (-5.5±0.1 h yr−1) is not

statistically different from the slope calculated by fitting a linear trend alone.
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Figure 3.12: ∆14C observations from La Jolla fit with linear trend and one har-
monic (top panel). Residuals in ∆14C after subtracting the fitted function are
shown in the lower panel with a smoothing spline.

3.8.2 Variation in amplitude and phase of seasonal cycle

To examine the variability in the annual cycle at La Jolla, a single har-

monic was fit to each calendar year of data after removing the polynomial function

shown in Figure 3.7.

The time of year when ∆14C reaches a maximum is plotted in Figure

3.14 for each year where the uncertainty in the fitted timing of the maximum was

less than 4 months. The omitted years did not have well-resolved seasonal cycles,

which could be due to measurement uncertainty, reduced sampling frequency in a

particular year or a low seasonal amplitude.

Results from La Jolla are shown in black. The process of removing a

polynomial trend and fitting each year of data to a single harmonic was repeated
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Figure 3.13: Average annual cycle of ∆14C at La Jolla, calculated by fitting a
linear trend and single harmonic to observed ∆14C. The harmonic component is
plotted here. Minima occurs in mid-April; maxima occurs in mid-October. The
difference between maximum and minimum is 5.0 h.

for other long time series in the Northern Hemisphere: Jungfraujoch (shown as red

circles in Figure 3.14, Levin and Kromer 2004), Fruholmen (gray circles, Nydal and

Lövseth 1996) and Vermunt (blue circles, Levin and Kromer 2004). The placement

of the station names on the right axis reflects the average value observed at each

station.

Figure 3.14 shows that the maximum ∆14C in the Northern Hemisphere

records has always occurred in the second half of the year. The maximum occurs

later in the year at La Jolla in comparison to the more northerly stations. Trends

in the timing of the maximum are not apparent at any station, indicating that

the phasing of ∆14C has not changed appreciably since the years directly following

the period of intense weapons testing. During that period (1964-70), the seasonal

cycle was driven by the annual mixing of stratospheric air to the troposphere, as

most of the 14C from the nuclear weapons was injected into the stratosphere.

Variation in the peak-to-peak amplitude of the fitted harmonic for each

year is shown in Figure 3.15. Here, single harmonics were fit to individual years of

data defined as January-December and again as single years from July-June. Black
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Figure 3.14: Timing of maximum annual ∆14C in the Northern Hemisphere, calcu-
lated by detrending ∆14C observations with a polynomial curve then fitting each
calendar year to a single harmonic. Errorbars reflect uncertainty in the maximum
of the fitted harmonic. Years where uncertainty was greater than 4 months were
omitted. Shown for La Jolla (33 ◦N, black), Jungfraujoch (47 ◦N, red), Fruholmen
(71 ◦N, gray) and Vermunt (47 ◦N, blue). The station labels on the right axis
indicate mean timing of maximum ∆14C at each station.

circles show results from years specified as January-December and gray circles show

results from years specified as July-June. Errorbars represent uncertainty (1-σ) in

the peak-to-peak amplitude of the harmonic fit.

Several years with very large amplitudes are evident in Figure 3.15: 1994,

2005 and 2000 or 2001, depending on the designation of the beginning and end of

a year. Outstanding seasonal cycles in these years are also easily identified by eye

from the original measurements (e.g. in Figure 3.2).

Also plotted in Figure 3.15 is the derivative of the ∆14C anomaly at La

Jolla, shifted forward by 2 years. The ∆14C anomaly was calculated by remov-

ing the seasonal cycles by cubic smoothing splines, and subtracting the linear or

exponential fit to the entire record (Section 3.7). This parameter provides an in-

dication of the rate of change of ∆14C at La Jolla in comparison to that expected

by a long-term linear or exponential trend, where positive values indicate that the

∆14C anomaly was increasing.
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Figure 3.15: Yearly amplitude of the seasonal cycle of ∆14C at La Jolla (top panel)
calculated for years defined as January-December (black) and as July-June (gray).
Derivative of the ∆14C anomaly (described and shown in Figure 3.9, Section 3.7),
shifted forward by 2 years (bottom panel).

The derivative of the ∆14C anomaly seems to express maxima 2 year prior

to maxima in the seasonal amplitude (Figure 3.15). This observation suggests that

the magnitude of seasonal variation is larger when the atmospheric ∆14C anomaly

at La Jolla was increasing 2 years earlier. This effect could be influenced by the

exchange of 14C with a short-term reservoir that stores carbon for only a few

years. Another explanation could be that periods experiencing little change in

the tropospheric ∆14C, which therefore have relatively higher ∆14C levels, are less

sensitive to the processes driving seasonal variation in ∆14C.
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3.8.3 Discussion of seasonal cycle

Exchanges of carbon that could cause variability in ∆14C on seasonal

timescales include fossil fuel emissions, biospheric respiration and stratosphere-

troposphere exchange. Seasonal changes in atmospheric transport and mixing

may also influence ∆14C observed at La Jolla. The following sections describe the

potential influence from each of these sources.

The average seasonal cycle at La Jolla was shown in Figure 3.13. La Jolla

experiences maxima in ∆14C in October, on average. This phasing is similar to or

slightly later than other Northern Hemisphere stations, none of which have shown

a measurable trend in phase since the 1960s. The peak-to-peak amplitude of ∆14C

at La Jolla is marked by high variability, ranging from near zero to 10 h and

averaging 5.0±0.5 h. The seasonal amplitude may be higher when the derivative

of the ∆14C anomaly was positive 2 years prior.

3.8.4 Biospheric exchange

Because the seasonal cycle of ∆14C has a similar phase as the seasonal

cycle of δ13C (Figure 3.5), it is suggestive that biospheric exchange is the domi-

nant influence on the seasonal variation in ∆14C. However, the process that drives

seasonal variation in δ13C, i.e. the photosynthetic discrimination against heavy iso-

topes during intensive assimilation of CO2 during the growing season, is corrected

for by the mass-dependent fractionation correction in ∆14C.

Atmospheric ∆14C could be influenced on seasonal timescales by the res-

piration of carbon with a different ∆14C signature than atmospheric ∆14C. ∆14C

in respiration reflects a weighted average of the turnover time of biospheric carbon

being respired. Approximately half of the respiratory flux is from autotrophic res-

piration, which releases freshly assimilated carbon with ∆14C that is very similar

to atmospheric levels (Gamnitzer et al., 2006).

Randerson et al. (2002) found that seasonality in respiration served to

counteract a substantial portion of the observed annual cycle forced by strato-
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spheric mixing in the first few years after the bomb testing. At this time, the

disequilibrium between biospheric and atmospheric ∆14C was large and negative

as much of the biospheric mass was fixed prior to the addition of bomb 14C. Mod-

eling of biospheric exchanges with the atmosphere indicates that average ∆14C

in terrestrial vegetation increased after the bomb tests, and should have matched

atmosphere ∆14C at some point over the period 1985-2000 (Caldeira et al., 1998;

Randerson et al., 2002). Since that time, the biosphere should be slightly enriched

in ∆14C.

Estimates of the biospheric influence on ∆14C seasonality of recent peri-

ods indicates that the effect should be small. Based on the results of Randerson

et al. (2002) and Naegler (2005), the biosphere-atmosphere disequilibrium over

the period 1992-2006 is not large. Randerson et al. (2002) simulated a negligible

biospheric contribution to seasonality of ∆14C at Fruholmen, Norway during 1985-

1990. Global simulations by Randerson et al. for 2000 suggested that respiration

would produce a seasonal cycle of no more than 3 h in continental regions of the

Northern Hemisphere and probably less than 1 h for marine stations. We believe

that biospheric exchange is not likely to be the main influence to the seasonal cycle

of ∆14C at La Jolla over the period of 1992-2006.

Biospheric fluxes also cannot explain the year-to-year variability observed

in the seasonal cycle at La Jolla. The ∆14C disequilibrium should be larger in

recent years as compared to the early measurements at La Jolla, suggesting that a

dominant influence from the biosphere would cause increasing amplitude in ∆14C

which is not apparent. It is not probable that sufficient year-to-year variation in

the seasonality of the gross respiration flux or in the average ∆14C of the respired

carbon could occur without causing measurable impacts on CO2 concentration or

δ13C.
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3.8.5 Fossil fuel emissions

Estimates of monthly fossil fuel emissions for the United States based on

production, consumption and trade of fuels show a “double-peaked” seasonal cycle

with relatively high emissions in the winter and in the summer (Blasing et al.,

2004b). These high emissions correspond to the energy use required for heating

and cooling of buildings during seasonal extreme warm and cold temperatures.

Inventories suggest that CO2 emissions vary by only ±5% over the year (Rotty,

1987; Blasing et al., 2004b).

Observations of CO2 and ∆14C in continental Europe suggest that sea-

sonal variation in emissions in this region may be as large as ±50%. Levin et al.

(2003) sampled continental air in Heidelberg and Schauinsland, Germany for CO2

and ∆14C and found that seasonality of local fossil fuel emissions contributed to

a 10-50 h seasonal variation in ∆14C. Using these observations, Levin et al. esti-

mated the monthly variation in fossil emissions. Figure 3.16 shows the seasonality

of fossil fuel CO2 emissions, normalized over the year, for the Blasing et al. (2004b)

estimates averaged over 1993-2003 for the US and for the Levin et al. (2003) esti-

mates for Heidelberg.

We used both these estimates to calculate the seasonality of ∆14C in back-

ground air of the Northern Hemisphere resulting from variable fossil fuel emissions.

These calculations were performed using atmospheric ∆14C of 85 h, 370 ppm CO2

and 7 Gt C fossil fuel emissions, which are approximate values for the year 2000.

Seasonality was calculated by assuming all fossil fuel emissions were released into

the troposphere north of 30◦N. The results, plotted in Figure 3.16 after detrending,

indicate that the seasonality in the economic inventories produces a seasonal vari-

ation of less than 1 h in Northern Hemisphere ∆14C (shown in black in the right

panel). Levin et al.’s estimate produces a significant cycle, with a 4 h difference

between minimum and maximum values (shown in purple in the right panel). Both

estimates result in minimum values in April or May, and Levin et al. produce a

maximum in October, similar to the phasing observed at La Jolla. It can be seen
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Figure 3.16: Seasonality of fossil fuel emissions and amplitude of the ∆14C seasonal
cycle in the Northern Hemisphere estimated from fossil fuel emissions. Normalized
monthly fossil CO2 emissions for the US from economic inventories (black, Blasing
et al. 2004a) and for Heidelberg, Germany (purple, Levin et al. 2003) are shown
on the left panel. Resulting seasonality in ∆14C for each estimate was calculated
with approximate tropospheric CO2 and ∆14C observed in 2000 (right panel).

that, for background levels of ∆14C, seasonality in fossil fuel emissions is not as

important as for continental measurements.

The results of Levin et al. are for a specific location in Germany and

certainly overestimate of the seasonality of emissions in the entire hemisphere. It

is possible that their results are also influenced by variations in atmospheric mix-

ing which may not have been sufficiently accounted for by using measurements of

Radon-222. However, the results of Levin et al. (2003) are included here to provide

an upper limit to the simple estimate of the influence of seasonal changes in fossil

fuel emissions on background levels of ∆14C in the Northern Hemisphere. The ac-

tual seasonal variation of fossil fuel emissions over the entire Northern Hemisphere

midlatitudes (which represents most of the total emissions (Marland et al., 2007))

is probably between the two estimates of Blasing et al. and Levin et al..

Emissions of fossil fuel-derived CO2 are not likely to change seasonality

from year to year by a large enough amount to explain the variation in seasonal

amplitude observed at La Jolla. Additionally, increases in fossil fuel emissions

would tend to drive an small increase (<1 h) in the seasonal cycle of ∆14C over
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the 15-year record at La Jolla.

We conclude that seasonal variability in fossil fuel emissions are likely to

account for a portion of the seasonal cycle at La Jolla but are not sufficient to

explain all features of the observed annual variation.

3.8.6 Stratosphere-troposphere exchange

Stratosphere-troposphere exchange (STE) refers to the transport of air

across the tropopause and plays an important role in the distribution of many

gases in the atmosphere (Holton et al., 1995; Appenzeller et al., 1996; Gettelman

and Sobel, 2000). The large scale overturning circulation of the lower atmosphere

occurs through the upwelling of tropospheric air in the tropics and return of strato-

spheric air to the troposphere in the extratropics. In the following discussion, we

discuss STE as the net stratosphere-to-troposphere transport that occurs in the

extratropics.

In the 1960s, enormous seasonal variation in ∆14C was driven by input

of stratospheric air that was highly enriched in bomb-produced 14C. In recent

years, the stratospheric ∆14C enrichment is caused mainly by local cosmogenic

14C production and the decreasing trend of tropospheric 14C. As the residence

time of air in the stratosphere is on the order of less than 10 years, it is unlikely

there is a residual excess of 14C from bomb testing.

Most reported measurements of the stratosphere-troposphere gradient of

∆14C come from the early 1990s (Nakamura et al., 1992; Brenninkmeijer et al.,

1995; Zahn et al., 2000). Nakamura et al. (1992) and T. Nakazawa (personal com-

munication) report gradients of ∼80 h across the tropopause over Japan in 1989

and 1994. However, weak gradients of only ∼ 10 h were observed by Zahn et al.

(2000) over the midlatitudes of the Northern Hemisphere during winter sampling

between 1991-95. Brenninkmeijer et al. (1995) report a “considerable 14CO2 in-

crease” over the midlatitudes of the Southern Hemisphere in 1993, measuring a

range of 50 h in samples collected in the upper troposphere and the stratosphere.
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North Paci�c and Atlantic storm tracks. More spe-
ci�cally, they are located over the Paci�c between
Japan and the date line, and over the eastern United
States and western Atlantic. �is indicates that the
high-emission areas in Japan and the eastern United
States are the most important source regions for rapid
transport of pollutants into the LS during winter (cf.
the example shown in Fig. 2). �e reason for this spa-
tial distribution is the high frequency of warm con-
veyor belts (Browning 1990; Wernli and Davies 1997)
associated with extratropical cyclones in these regions
(Stohl 2001; Eckhardt et al. 2003). Similarly, there are
preferred areas toward the end of the Paci�c storm
track and the beginning of the Atlantic storm track
where deep downward exchange in�uences the low
troposphere (color shading in Fig. 3a) along the U.S.
west coast, in the western North Atlantic (a preferred
region for cyclone formation), and (albeit weaker) in
the Mediterranean region. It is in these areas that
stratospheric intrusions are most likely to impact di-
rectly on the surface O3 budget. In contrast, total STT
that includes, and is dominated by, shallow events
shows much less geographical variations: Fig. 3b
shows the frequency distribution of STT air parcels
in the upper troposphere (p < 500 hPa) and reveals a
maximum in the latitude band from 30° to 60°N with
comparatively little zonal variability.

Furthermore, the seasonality of deep STT in the
extratropics di�ers strongly from that of the total STT.

First, the amplitude of the seasonal cycle of downward
exchange (integrated over the Northern Hemisphere)
is much more pronounced for deep than for shallow
events. It has a distinct winter maximum and sum-
mer minimum; for instance, in May (July) deep STT
amounts to 40% (10%) of the January value (Sprenger
and Wernli 2003). Second, deep STT a�ects most ar-
eas in the Northern Hemisphere less frequently dur-
ing spring than winter, except for the U.S. West Coast
and northeastern China.

Implications for surface ozone. An ozone maximum is
observed at many background surface measurement
stations in the Northern Hemisphere in spring, typi-
cally in late April or May (Monks 2000; Harris et al.
1998). A qualitative comparison of the seasonal cycles
of the surface ozone mixing ratios with those of net
cross-tropopause �uxes of ozone, which both show a
spring maximum, has o�en led to the conclusion that
surface ozone and STT are strongly related to each
other. However, this argument is based on the as-
sumption that net cross-tropopause �uxes represent
the in�uence of STT at the surface, which is not the
case (as indicated by the discussions above and con-
�rmed by the FLEXPART analyses). Indeed, recent
chemistry transport model calculations suggest a very
small contribution of stratospheric ozone at the sur-
face. For instance, Fusco and Logan (2003) estimate
that approximately 30%–50% of the ozone in the up-

F IG . 3. Winter (Dec–Feb) climatology (1979–93). (a) Low-tropospheric “destinations” of deep strato-
spheric intrusions (in colors) and “origins” of deep cross-tropopause transport into the LS (green lines
for 0.04%, 0.08%, and 0.12%). Values are in % and indicate the probability that a low-tropospheric air
parcel ( p > 700 hPa) was transported downward from the LS during the previous 4 days or will be trans-
ported upward into the LS during the next 4 days. (b) The upper-tropospheric “destinations”
(p < 500 hPa) of shallow stratospheric intrusions.

Figure 3.17: Winter climatology (Dec-Feb) of tropospheric destinations of deep
stratospheric intrusions. Figure 3a from Stohl et al. (2003). Values are in % and
indicate the probability that a low-tropospheric air parcel (P > 700 hPa) was
transported downward from the lower stratosphere.

Most of the STE in the Northern Hemisphere occurs in the subtropics and

midlatitudes, with particularly intense fluxes over the eastern subtropical Pacific

(Stohl et al., 2003; Langford, 1999; James et al., 2003). Figure 3.17, reproduced

from Stohl et al. (2003), shows the regions experiencing the most frequent occur-

rences of rapidly descending air from the stratosphere. STE occurs mainly by

episodic intrusions related to atmospheric eddies and tropopause folds.

STE is highly seasonal, where most downward mixing occurs in the winter

and spring. Figure 3.18 shows the seasonal variation of STE in the Northern and

Southern midlatitudes, reproduced from Appenzeller et al. (1996). There is very

strong seasonality in the Northern Hemisphere, with mass fluxes varying by ±40

%. Annual variation in the Southern Hemisphere is not as pronounced.

The air in the northern mid-latitude lower stratosphere that enters the

troposphere during STE has an age of 1-3 years (Andrews et al., 2001). The

age refers to the average residence time of air in the stratosphere or the time
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Figure 3.18: Annual variation of the net downward mass transport across the ex-
tratropical tropopause in the a. Northern Hemisphere and b. Southern Hemisphere
for 1992 and 1993. Figure 8 from Appenzeller et al. 1996. Values are given in 109

kg s−1; negative values denote downward mass flux.

since isolation from mixing with tropospheric air. Integrated over a year, the

stratosphere-to-troposphere mass flux replaces 18 % of the air in the Northern

troposphere, or 36 % of the tropospheric air north of 30◦.

Fluxes shown in 3.18 indicate the rate that stratospheric air is added to

the troposphere. To estimate the effect of this seasonal flux on tropospheric ∆14C,

a simple calculation was conducted. Beginning with an initial tropospheric ∆14C

of 85 h, monthly values of ∆14C were calculated with a simple mixing equation

where the fraction of stratospheric air equals the flux given in Figure 3.18, inte-

grated over 30 days, divided by the mass of the Northern Hemisphere extratropical

troposphere (∼ 1018 kg) which remained constant. A slight correction for lower

CO2 concentrations in the stratosphere was included, but the seasonal variation in

tropospheric CO2 was neglected. Shown in Figure 3.19 after detrending, the esti-

mated seasonal cycle caused by STE was calculated for two scenarios, one where

the stratosphere is 30 h more enriched than the troposphere and one where the

enrichment is 75 h. These scenarios bracket expected values for the 1992-2006

period.



125

Figure 3.19 shows that the maximum in ∆14C arising from seasonal fluxes

of stratospheric air occurs in July-August. A maximum enrichment of 1.5-4 h is

calculated for the two scenarios.

This calculation represents an idealized scenario where the monthly input

of stratospheric air is mixed into the entire northern extratropical troposphere in

a month. As discussed above, STE occurs in specific regions of the tropopause.

Mixing of the troposphere results in a lag of 1-2 months for the propagation of

surface signals to the upper troposphere (Gerbig et al., 2003; Nakazawa et al.,

1991), which is also a reasonable estimate for average downward propagation time

for stratospheric signals. Therefore, the seasonal cycle depicted in Figure 3.19

is likely to underestimate the amplitude and the timing of maximum ∆14C at

ground level. Adjusting the cycle in Figure 3.19 with a lag of 2 months and an

enhancement in amplitude could result in good agreement with the observed cycle

at La Jolla. The influence of STE on surface ∆14C would be better quantified by

the use of an atmospheric transport model. We hope to pursue such a study in

the future.

Figure 3.19 indicates the determination of the significance of STE for

∆14C requires an accurate characterization of ∆14C in stratospheric air. The labo-

ratory of T. Nakazawa is continuing measurements of stratospheric samples and K.

Boering of the University of California, Berkeley has initiated new measurements.

Publication of these results will aid the definition of a stratospheric component to

the seasonal cycle of Northern Hemisphere ∆14C.

Another indication of the effect of STE on tropospheric composition

can be derived from observations of nitrous oxide (N2O) and chlorofluorocarbons

(CFCs). Nevison et al. (2004) examined the influence of stratospheric air on the

seasonal cycles of N2O and CFCs. These gases are destroyed in the stratosphere

by photolysis and oxidation so stratospheric concentrations are lower than tropo-

spheric concentrations. STE therefore influences N2O and CFCs in an opposite

manner as expected in ∆14C.
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Figure 3.19: Estimated seasonal influence of stratosphere-troposphere exchange
on ∆14C in the extratropical Northern Hemisphere. Calculated using seasonal
cross-tropopause mass flux from Appenzeller et al. (1996) mixed into the Northern
Hemisphere extratropical troposphere (> 30◦N) with approximate tropospheric
CO2 and ∆14C observed in 2000 (85 h and 370 ppm). Stratospheric ∆14C was
estimated to be enriched by +30 and +75 h in black and purple, respectively.

Observations of the seasonal cycle in N2O and CFCs are shown in Figure

3.20, which is reproduced from Figure 1a and c in Nevison et al. (2004). Nevi-

son et al. note that minimum concentrations occur in the Northern Hemisphere

summer. The authors conclude that the summer minima can be explained by the

propagation of stratospheric air to the ground-based sampling sites with a lag of

roughly 4 months. Additionally, a smaller seasonal amplitude is observed in N2O

and CFCs in the Southern Hemisphere that agrees with a reduced seasonality of

STE over the southern midlatitudes (Figure 3.18, Appenzeller et al. 1996).

Variation in ∆14C as compared to N2O and CFCs is not exactly anticor-

related, indicating that the seasonal cycle for ∆14C and/or N2O and CFCs is also

influenced by other processes. Another factor could be the more northerly location

of the AGAGE monitoring stations compared to La Jolla. The seasonal cycle of

∆14C at Jungfraujoch tends to experience maxima earlier than La Jolla (shown

in Figure 3.14), corresponding more closely to the phasing of minima observed in

Northern Hemisphere N2O and CFCs.
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Figure 3.20: Seasonal cycle of N2O, CFC-11, CFC-12 and CFC-113 concentrations
at a. Mace Head and c. Cape Grim. Figure 1a and c from Nevison et al. (2004).
Seasonal cycles are represented by detrended harmonic fits to 8-12 years of monthly
mean data from the Advanced Global Atmospheric Gases Experiment (AGAGE).

The episodic nature of STE provides a possible explanation for the vari-

ability observed in the seasonal cycle of ∆14C at La Jolla. It is likely that there is

significant year-to-year differences in the areas experiencing most episodes of air

descending from the stratosphere as well as differences in the seasonal intensity of

STE.

From the inspection of the seasonality of stratosphere-troposphere ex-

change in the Northern Hemisphere, we conclude that STE is likely to drive a

significant portion of the seasonal cycle at La Jolla. The timing of the maximum

∆14C predicted from STE matches that observed when a 2 month lag is included

for vertical mixing in the troposphere, and the seasonal cycle of ∆14C is largely

opposite to the cycle observed for N2O and CFCs in the Northern Hemisphere.

Further, the phasing of ∆14C in the Northern Hemisphere is similar to that ob-

served in the 1960s when the bomb-derived 14C flux from the stratosphere was

undoubtedly driving the seasonal cycle. Episodic and localized STE events pro-

vide a possible explanation for the variation in the annual cycle at La Jolla. Our

conclusion agrees with the 14C modeling study of Randerson et al. (2002), which

indicated that STE was a significant component of the seasonal cycle of ∆14C at

Fruholmen, Norway over 1985-1990.
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3.8.7 Vertical mixing in the troposphere

Vertical mixing of air in the troposphere could be a substantial influence

on the seasonal cycle of ∆14C via variable dilution of CO2 emitted by fossil fuel

emissions and/or transport of stratospheric air to the surface. Over land, the

depth of the well-mixed atmospheric boundary layer is larger in the summer and

shallower in the winter months. This variability enhances the seasonal cycle of

CO2 in the Northern Hemisphere by the coherence of net summer CO2 uptake

with deep boundary layer depth and winter CO2 release into shallow boundary

layers (Keeling et al., 1989; Denning et al., 1995). While the air sampled at La

Jolla is mainly of oceanic origin, which experiences seasonality in boundary layer

depth that is opposite to the land, the composition at La Jolla may reflect the

larger scale seasonal mixing of air in the Northern Hemisphere (Keeling et al.,

1989).

Boundary layer depth could be an important factor in the depletion of

∆14C caused by fossil fuel emissions. Shallowing of the boundary layer in the

winter months decreases the effective mixing volume of emitted CO2, which would

proportionally increase the resulting change in ∆14C.

As discussed briefly in the previous section, the effect of stratospheric air

entering the troposphere on ground level composition depends on the transport of

this air to the surface. The vertical mixing occurs over 1-2 months on average, how-

ever significant regional variability could have a measurable effect on seasonality

of ∆14C by regulating the local fraction of stratospheric air.

Vertical transport in the atmosphere is likely to play a fundamental role

in the seasonal cycle of ∆14C in the Northern Hemisphere by modulating the

expression of seasonal inputs of stratospheric air and fossil fuel CO2. This suggests

that atmospheric transport modeling is necessary for investigating of fluxes of 14C

in background air on subannual timescales. Atmospheric transport modeling would

also provide information on year-to-year variability in horizontal mixing, which

would improve our understanding of the fluctuating differences in ∆14C observed
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between La Jolla and Jungfraujoch.

3.8.8 Conclusions about the seasonal cycle at La Jolla

We conclude that the seasonal cycle of ∆14C at La Jolla is driven by at-

mospheric mixing, which causes seasonality in the input of ∆14C-enriched strato-

spheric air, modulates the vertical transport of stratospheric air to the surface and

regulates the dilution of fossil fuel CO2 emissions. Estimates of the timing of the

maximum ∆14C caused by STE and by fossil emissions are consistent with the

observations. Variability in atmospheric mixing and/or localized, episodic STE

provides a reasonable explanation for changes in seasonal amplitude at La Jolla.

In their modeling investigation of the temporal evolution of the seasonal

cycle of ∆14C, Randerson et al. (2002) estimated that the stratospheric and fossil

fuel components contributed the most to the seasonal cycle at Fruholmen, Norway

during 1985-1990. A figure showing the seasonality in ∆14C caused by fossil fuel

emissions, oceanic exchange, stratosphere-troposphere transport, and respiration

computed by Randerson et al. is shown in 3.21. Though the model results seem

to underestimate the seasonal cycle at Fruholmen and do not show any interan-

nual variability in the amplitude, the phasing in the model is consistent with the

observations.

Our conclusions are consistent with the findings of Randerson et al. (2002)

that stratospheric and fossil fuel seasonality provide significant contributions to the

Northern Hemisphere seasonal cycle of ∆14C. It is possible that the main cause for

disagreement between Randerson et al.’s results and the observations at Fruholmen

could be due to imperfect representation of vertical mixing, which we believe is

also an important determinant of the annual variation in ∆14C.
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Figure 3.21: Components of the seasonal cycle at Fruholmen, Norway 1985-1990.
Figure 11b from Randerson et al. (2002). The sum of fossil fuel (brown), ocean
(blue), stratosphere (red), and terrestrial biosphere (green) components is repre-
sented by the solid black line.

3.9 Summary

Measurements of ∆14C in CO2 were conducted on monthly samples from

La Jolla, California. The long-term ∆14C decrease fits a linear trend of -5.5±0.1

h yr−1 and an exponential decay curve with e-folding time of 16.4±0.2 yr, sim-

ilar to the decay constant of ∆14C in observations in the two decades following

nuclear weapons testing. The trend of ∆14C is influenced by carbon fluxes from

the surface ocean, terrestrial biosphere and fossil fuel emissions and it appears to

be sensitive to interannual variability in climate. Anomalies in the secular trend

of ∆14C over 1998-2000 were observed and could be related to changes in North

Pacific ventilation or the modulation of stratosphere-troposphere exchange by El

Niño conditions. Stratosphere-troposphere exchange was also found to be a domi-

nant source of seasonal variation, where tropospheric mixing is also important for

seasonality by regulating the transport of stratospheric air to the surface and the
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dilution of fossil fuel emissions. We have begun to investigate the sensitivity of the

secular trend of ∆14C to carbon exchanges, particularly fossil fuel emissions, using

a box diffusion model.

3.10 Recommendations for future ∆14C measure-

ments at La Jolla

The archive of CO2 samples from La Jolla kept by the Scripps CO2 Pro-

gram enabled the production of a 15-year time series over only 4 years of sample

analyses. Sample archiving provides an enormous benefit to environmental mea-

surements. In addition to the valuable information that can be gleaned from a

long time series of measurements, archives provide additional means of evaluating

measurement accuracy and reproducibility.

The archive from La Jolla is particularly advantageous because of the

inclusion of 2-3 replicate samples. These replicate samples were instrumental to

the development of corrections to early measurements of ∆14C in CO2. La Jolla

replicates provided an additional measure of analytical reproducibility at LLNL.

Finally, the ability to average several samples reduced random noise in the final

time series.

As shown in Figure 3.1, 549 CO2 samples from La Jolla through 2007

remain in the archive. This is a very large number of samples, as only 293 were

utilized in the production of the ∆14C time series reported here. Future analysis

of unique sample dates will enhance the resolution of the monthly time series

while measurement of replicate samples can improve uncertainty and serve as a

diagnostic of measurement drift or bias.

For samples collected before 1998, the amount of CO2 contained in each

archived sample is twice as much as those samples processed after 1998. The shift

in sample size occurred as the use of an automated system which extracts approxi-

mately half of the remaining flask air replaced a manual system which extracted all
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remaining air. The pre-1998 sample size allows the CO2 sample to be split into 2

separate samples. The 2 samples can both be graphitized and analyzed on the same

wheel or in subsequent wheels, or one of the split samples can be stored for future

analysis. Measurement of stable isotopic composition on five such split samples

shows that the splitting procedure causes depletions in δ13C (-0.07 ± 0.03 h) and

δ18O (-0.32 ± 0.06 h) which indicates that samples are slightly fractionated and

not suitable for δ13C and δ18O analysis after splitting. The fractionation in δ18O is

greater than 2 times the fractionation in δ13C, suggesting that 18O/16O in the CO2

sample is altered by another process inside the graphitization manifold other than

mass-dependent thermal fractionation. The fractionation in δ13C is insignificant

for ∆14C, however, and no consistent difference has been observed in ∆14C for split

samples. Therefore, pre-1998 CO2 samples can be split into two different samples

for ∆14C analysis which means that the sample archive is essentially twice as large

for the period 1992-1997. Splitting of these samples is also advantages for AMS

analysis, as the split samples are more consistent with the amount of CO2 in later

samples and in the Cyl-1 and Cyl-2 reference materials.

I recommend, as more recent samples from La Jolla are analyzed to extend

the record, regular and continual analysis of archived samples should be conducted

simultaneously. For each wheel of samples measured in the future, 1-2 archived

samples from La Jolla should be included in the analysis. This practice will grad-

ually utilize a portion of remaining archived samples, improve the resolution and

scatter in the time series, and ensure that temporary instrument biases will not

provide a significant source of error in the record.

Another recommendation concerns the designation of flask samples to

extract and store in the Scripps archive. While it is extraordinary to have such a

large archive of samples at La Jolla and preservation of these samples for potential

future applications is undoubtedly of great value, it may be preferable to archive

fewer samples from La Jolla to enable the collection of CO2 samples for ∆14C from

other stations in the Scripps CO2 or AORG sampling networks. As included in the
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recommendations from the next chapter, analysis of ∆14C from additional stations

will improve the characterization of global variability in ∆14C as well as provide

the opportunity for intercomparisons through concurrent measurements with other

14C laboratories. Samples collected at more stations could provide more scientific

value, as well as a greater chance of support for the expensive AMS analysis, than

the accumulation of vast numbers of samples from La Jolla. Presuming that the

total number of CO2 extractions that can be conducted in the Scripps laboratory

is fixed because of personnel and time constraints, performing fewer extractions

on CO2 samples from La Jolla would enable more extractions of flasks collected at

different sites.
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Chapter 4:

Recent patterns of ∆14C in CO2

at 7 global sampling sites

ABSTRACT

Measurements of ∆14C in CO2 were conducted on monthly samples from

7 global stations in the Scripps flask sampling network. Records of 2-7 years at

Point Barrow, Kumukahi, Mauna Loa, Samoa, Palmer Station and the South Pole

are combined with records from La Jolla presented in Chapter 3 to describe the

latitudinal gradient of ∆14C in recent years. A shift to lower values in the Northern

Hemisphere is observed between 1987-89 and 2005-06 by comparison to observa-

tions from Levin et al. (1992), Meijer et al. (2006) and updated observations from

Manning et al. (1990). The observed change in the latitudinal profile of ∆14C is

only partly explained by the rise in fossil fuel emissions over this period, indicating

that 14C fluxes to the Southern Ocean have diminished, mostly in response to the

>100 h decline in atmospheric ∆14C between 1987-89 and 2005-06. Further in-

vestigation of the atmospheric gradients of ∆14C and continued observation of the

evolving gradient promise to improve our understanding of the turnover of carbon

in the Southern Ocean and in northern ecosystems.

134
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4.1 Introduction

Global sampling networks provide information on the distribution of at-

mospheric gases that is crucial for understanding the magnitude and location of

sources and sinks in the atmosphere. In the years following the nuclear weapons

testing, many stations were set up to collect CO2 for measurements of ∆14C (Ny-

dal and Lovseth, 1983; Manning et al., 1990), yet the majority of these stations

operated for only a few years. Published measurements of ∆14C in CO2 with

global coverage and consistent frequency after 1980 are not readily available to the

community.

The global distribution of ∆14C in CO2 is sensitive to regional exchanges

of carbon by fossil fuel emissions, respiration and oceanic upwelling. Accurate

observation of the gradients of ∆14C in the atmosphere are likely to provide insights

on these fluxes (Levin and Hesshaimer, 2000; Randerson et al., 2002).

The Scripps CO2 Program has conducted whole air flask sampling in

global networks for precise analysis of atmospheric CO2 concentration and stable

isotopic composition for decades. Since 1992, CO2 samples have been archived for

future isotopic analyses. The locations of sampling stations where CO2 samples

have been archived for ∆14C analysis are listed in Table 4.1 and shown on a map in

Figure 4.1. One site, Palmer Station, is part of the Scripps Atmospheric Oxygen

sampling network rather than the Scripps CO2 network. We began to collect CO2

samples at Palmer Station in 2005 to enable observations of ∆14C in air that is

influenced by carbon exchanges in the Southern Ocean.

This chapter reports measurements of ∆14C in CO2 at these stations.

Discussions of the seasonal cycles and mean gradients in ∆14C incorporate mea-

surements from La Jolla that were presented in Chapter 3. The gradients of ∆14C

observed between the Scripps stations in 2005-06 are then compared to previous

observations.
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Table 4.1: Clean air sampling stations in the Scripps CO2 Program where samples
were collected for ∆14C analysis

Station Name Code Latitude Longitude Elevation

Point Barrow, Alaska PTB 71.38◦N 156.47◦W
La Jolla, California LJO 32.87◦N 117.25◦W
Mauna Loa, Hawaii MLO 19.53◦N 155.58◦W 3397m ASL
Kumukahi, Hawaii KUM 19.52◦N 154.82◦W

Cape Matatula, Samoa SAM 14.25◦S 170.57◦W
Palmer Station, Antarctica PSA 64.92◦S 64.00◦W

South Pole, Antarctica SPO 89.98◦S 24.80◦W 2810m ASL

4.2 The Scripps CO2 archive

In 1992, the Scripps CO2 Program began archiving samples of atmo-

spheric CO2 from La Jolla. Samples from Point Barrow and the South Pole have

been saved since 1999, with a year-long interruption from mid-2000 through mid-

2001 at Point Barrow. The tropical stations Mauna Loa, Kumukahi and Samoa

have sample archives beginning in 2001. The Scripps archive contains replicate

samples only for La Jolla. In 2003, the archived CO2 samples began to be used for

∆14C analysis as part of this thesis research and a subset of all archived samples

was allocated for ∆14C analysis.

The entire archive of CO2 samples from all stations other than La Jolla

designated for ∆14C analysis comprised 1111 samples through the end of 2007

(1953 including La Jolla). Figure 3.1 shows a diagram of the archived samples.

Sample dates of the CO2 that has been analyzed and of the CO2 samples remaining

in the archive are shown.

Samples were selected from the archive spanning the length of the archive

at roughly monthly resolution. Only 34 % of the total archived samples have been

utilized (not counting samples at La Jolla): 381 of 1111 samples. Mauna Loa has

the most archived samples (243 remaining out of a total of 322); Point Barrow has

the least (66 remaining out of 139 total).
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Figure 4.1: Map of clean air sampling stations in the Scripps CO2 Program and
Atmospheric Oxygen Research Group networks where samples were collected for
∆14C analysis

4.3 Analysis of clean air samples

As described in sections 2.3 and 3.2, whole air flask samples are first

measured for CO2 concentration by infrared gas analysis (Keeling et al., 2002).

Subsequently, the remaining air is extracted to produce a pure CO2 sample for

∆14C analysis. Concurrently sampled CO2 is used to measure δ13C by isotope

ratio mass spectrometry (Guenther et al., 2001).

Special handling procedures were developed for air samples collected at

Palmer Station by the Scripps Atmospheric Oxygen Research Group. Processing

of flask air collected at Palmer Station is outlined in Section 2.18.



138

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

samples remaining

samples analyzed

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

samples remaining

samples analyzed

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

samples remaining

samples analyzed

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

samples remaining

samples analyzed

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

samples remaining

samples analyzed

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

samples remaining

samples analyzed

Point Barrow

La Jolla

Kumukahi

Mauna Loa

Samoa

South Pole

Figure 4.2: Status of the Scripps CO2 archive from all stations, 1999-2007. For
each station, the first row shows sample dates of CO2 samples which were analyzed
for ∆14C at LLNL; the second row shows sample dates of CO2 samples remaining
in the Scripps archive.
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4.4 ∆14C observations

∆14C analysis was conducted on archived CO2 samples at the Center for

Accelerator Mass Spectrometry (CAMS) at Lawrence Livermore National Labo-

ratory (LLNL) as described in Chapter 2. Uncertainty in ∆14C was 1.7 h for

most samples; analyses conducted prior to 2006 had slightly higher uncertainties

of 1.7-2.7 h.

Figures 4.3, 4.4 and 4.5 show ∆14C observations at each station. Network

stations are shown by latitude; Figure 4.3 includes the northern stations Point

Barrow and La Jolla, 4.4 shows the tropical stations Kumukahi, Mauna Loa and

Samoa, and 4.5 includes the southern stations Palmer Station and the South Pole.

Each figure shows measured ∆14C and uncertainty, as well as a cubic smoothing

spline.

At Point Barrow, there is a gap in the record between mid-2000 and

mid-2001. No samples exist in the archive for this period. At the South Pole,

the period of mid-2001 to mid-2002 includes only 2 samples and also comprises

something of a gap in the record. There were samples analyzed from this period,

but they were found to be contaminated during sample processing. There are 5

samples remaining in the archive that will be measured to fill this gap, but were

not able to be completed in time to be included in this thesis.

∆14C measurements and uncertainties are listed in Appendix B together

with the CO2 concentration measured in the same flask air and the δ13C measured

in a concurrent sample.

4.4.1 ∆14C, CO2 and δ13C

Observations of ∆14C are shown together with CO2 and δ13C for each

station in Figures 4.6, 4.7, 4.8, 4.9, 4.10 and 4.11, as in the analogous plot for

La Jolla, Figure 3.5. The solid curve shows monthly values of ∆14C which were

calculated from a function incorporating a linear trend (a+ bt), a single harmonic
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Figure 4.3: ∆14C measured in CO2 sampled in the Northern Hemisphere at Point
Barrow (top) and La Jolla (bottom). La Jolla measurements are shown as in Figure
3.2, zoomed in to the period 1999-2006. Error bars show measurement uncertainty
of 1.7-2.7 h. The lines show cubic smoothing splines.
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Figure 4.4: ∆14C measured in CO2 sampled in the Tropics at Kumukahi (top),
Mauna Loa (middle) and Samoa (bottom). Error bars show measurement uncer-
tainty of 1.7-2.3 h. The lines show cubic smoothing splines.
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Figure 4.5: ∆14C measured in CO2 sampled in the Southern Hemisphere at Palmer
Station (top) and the South Pole (bottom). Error bars show measurement uncer-
tainty of 1.7-2.6 h. The lines show cubic smoothing splines.
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(c cos(2πt) + d sin(2πt))and a smoothing spline (s(t)) fit to the ∆14C observations:

y = a+ bt+ c cos(2πt) + d sin(2πt) + s(t) (4.1)

The monthly values for each station plotted in the following figures are listed in

Appendix B.2. For CO2 and δ13C, the curves connect monthly means of biweekly

measurements and the circles show measured values on the sample dates for which

∆14C was measured, corresponding to the circles in ∆14C.

For δ13C at Palmer Station the solid line denoting monthly mean values

is omitted, as the δ13C measurements were conducted specifically for the ∆14C

analysis of this work. δ13C measured in Palmer Station samples was not conducted

as part of the rigorous procedures of the long term measurements of the other gases

measured at Scripps. These measurements required a correction as described in

Section 2.18 and are likely to have more uncertainty than δ13C measured at the

other stations. Greater uncertainty in δ13C does not contribute greater uncertainty

to ∆14C at Palmer Station.

Photosynthetic activity drives strong seasonal cycles of CO2 and δ13C in

the Northern Hemisphere, whereas little seasonality is observed in CO2 and δ13C in

the south owing to the minimal land cover in the extratropics and correspondingly,

small terrestrial biosphere (Keeling, 1960; Bolin and Keeling, 1963). Seasonality in

∆14C does not show the same patterns: significant seasonal variation is observed

at the South Pole and suggested at Palmer Station.

4.5 Trends of ∆14C at each station

All stations show decreasing trends in ∆14C (Figure 4.12). Trends were

quantified with simple linear least squares fit. The fitted slopes are listed in Table

4.2. Also shown are the 1-sigma uncertainties (68.3 % confidence interval) in fitted

slope.

The linear trend at all of the stations is approximately -5 h yr−1. The

linear fit to the measurements at Palmer Station seems to exhibit a smaller trend,
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Figure 4.6: Observations of ∆14C, CO2 and δ13C at Point Barrow. The line in
∆14C shows monthly values calculated by fitting a linear trend, single harmonic
and cubic smoothing spline to the observations, listed in Appendix B.2. For CO2

and δ13C, the lines show monthly values and the circles show the sample dates for
which ∆14C was measured, corresponding to the circles in ∆14C.
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Figure 4.7: Observations of ∆14C, CO2 and δ13C at Kumukahi. The line in ∆14C
shows monthly values calculated by fitting a linear trend, single harmonic and
cubic smoothing spline to the observations, listed in Appendix B.2. For CO2 and
δ13C, the lines show monthly values and the circles show the sample dates for which
∆14C was measured, corresponding to the circles in ∆14C.
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Figure 4.8: Observations of ∆14C, CO2 and δ13C at Mauna Loa. The line in
∆14C shows monthly values calculated by fitting a linear trend, single harmonic
and cubic smoothing spline to the observations, listed in Appendix B.2. For CO2

and δ13C, the lines show monthly values and the circles show the sample dates for
which ∆14C was measured, corresponding to the circles in ∆14C.
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Figure 4.9: Observations of ∆14C, CO2 and δ13C at Samoa. The line in ∆14C
shows monthly values calculated by fitting a linear trend, single harmonic and
cubic smoothing spline to the observations, listed in Appendix B.2. For CO2 and
δ13C, the lines show monthly values and the circles show the sample dates for which
∆14C was measured, corresponding to the circles in ∆14C.
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Figure 4.10: Observations of ∆14C, CO2 and δ13C at Palmer Station. The line in
∆14C shows monthly values calculated by fitting a linear trend, single harmonic
and cubic smoothing spline to the observations, listed in Appendix B.2. For CO2

and δ13C, the lines show monthly values and the circles show the sample dates for
which ∆14C was measured, corresponding to the circles in ∆14C.
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Figure 4.11: Observations of ∆14C, CO2 and δ13C at the South Pole. The line in
∆14C shows monthly values calculated by fitting a linear trend, single harmonic
and cubic smoothing spline to the observations, listed in Appendix B.2. For CO2

and δ13C, the lines show monthly values and the circles show the sample dates for
which ∆14C was measured, corresponding to the circles in ∆14C.
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however the period of less than 2 years of records does not allow a representative

trend to be resolved. La Jolla and Point Barrow may have slightly steeper trends

than the rest of the stations, however the measurement period at La Jolla, Point

Barrow and the South Pole includes several years before the initiation of measure-

ments at the tropical stations. As the trend of atmospheric ∆14C since the 1960s

has shown an exponential character (Chapter 3, Manning et al. 1990, Levin and

Kromer 1997), earlier records would be expected to show more rapid decline. In

addition, the inclusion of partial years of measurements could skew the calculated

trend if a substantial seasonal cycle is present.

Trends were also calculated using measurements only from 2002-2006

(shown as Trend (y>2002) in Table 4.2), in order to incorporate only whole years

of records and allow a consistent time period for all stations. For trends fitted to

measurements after 2002, the stations show excellent correspondence to the trends

fit to the entire record, within regression error, except for the South Pole. Since

2001, ∆14C at the South Pole may have declined less rapidly.

The σDet column in Table 4.2 shows the standard deviation of residuals

calculated by subtracting the fitted linear trend from the ∆14C data at each station.

Mauna Loa and Samoa exhibit very low σDet; σDet is nearly the same as the

measurement uncertainty in ∆14C at Mauna Loa and Samoa. These two stations

do not appear to have a significant annual cycle or short term variability. The other

stations show σDet ≥ 3 h, suggesting that regular seasonal or other variability is

present.

Table 4.2 also includes the p value calculated from a “runs test” on the

detrended time series from each station. A runs test compares the number of sign

changes in a sequence of data to the number of sign changes expected from a ran-

dom sequence (Gibbons and Chakraborti, 2003). A low value of p indicates the

time series contains few sign changes and shows significant temporal coherence.

Point Barrow, La Jolla, Kumukahi and the South Pole show small p values, in-

dicating the hypothesis that the detrended time series is randomly ordered can
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Figure 4.12: Trends calculated by fitting a linear equation to the observations
at a. Point Barrow, b. La Jolla, c. Kumukahi, d. Mauna Loa, e. Samoa, f. Palmer
Station and g. the South Pole. Fitted slopes are listed for each station with 1-sigma
uncertainties.
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Table 4.2: Observed trends at each station. Trend was fitted for the entire pe-
riod of measurements at each station, and for the period including whole years
of measurement after 2002. σDet shows the standard deviation of observed ∆14C
at each station after subtracting the fitted linear trend. The results of a test of
randomness of the detrended records are also listed (p value), where low p values
signify greater regularity in the zero-crossing of the detrended data.

Station
Trend Trend (y>2002) σDet p value

(h yr−1) (h yr−1) (h)
PTB -5.4±0.2 -4.6±0.4 3.8 0.005
LJO -5.5±0.1 -4.7±0.3 3.5 2.25e-6
KUM -4.8±0.3 -4.6±0.3 3.3 0.06
MLO -4.9±0.2 -4.7±0.3 2.0 0.6
SAM -4.9±0.2 -4.9±0.2 1.9 0.8
PSA -3.0±1.0 2.9 0.6
SPO -4.7±0.2 -3.8±0.4 3.2 0.07

be rejected. Mauna Loa and Samoa do not exhibit significant temporal coherence

(p�0.1). While Palmer Station also does not express regularity in positive or neg-

ative residuals, the record is not long enough for statistically significant seasonal

variability to be expected.

Whereas variation in the trend of ∆14C was observed at La Jolla at 5-8

year timescales (Section 3.7), the ∆14C records at the other Scripps stations are

too short to observe changes in the secular trend that would be evident through

coherent variability in ∆14C anomalies at timescales longer than one year.

4.6 Seasonal cycles of ∆14C at each station

Using the linear trends calculated in the previous section, the secular

decline in ∆14C can be removed to show the annual variation at each station.

To examine consistencies in annual variation over all years, detrended ∆14C are

overlain onto a single calendar year in Figure 4.13. Individual years are plotted

with different symbols and solid black circles and errorbars show the mean and

standard deviation within each month.

Measurements at Point Barrow show the most pronounced annual varia-
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Figure 4.13: Detrended ∆14C at a. Point Barrow, b. La Jolla, c. Kumukahi, d.
Mauna Loa, e. Samoa, f. Palmer Station and g. South Pole. Individual years
are overlain and marked with different symbols; Panel a. shows the legend for
all stations while Panel b. shows the legend for additional years observed at La
Jolla. Monthly averages and standard deviations are shown with black circles and
errorbars.
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tion of ∆14C. At Point Barrow, ∆14C is distinctly higher in the second half of the

year with maximum values observed in October, on average. Examination of six

years of data between 1999 and 2006 suggests that the range of seasonal variation

is approximately 8 h.

Described in Section 3.8.1, annual cycles at La Jolla show similar phasing

to Point Barrow, with a reduced and highly variable amplitude. Kumukahi shows

the same phasing with smaller amplitude: ±3 h. There appears to be more scatter

in the record at Kumukahi, especially showing excursions of high ∆14C. The sites

at sea level in the Northern Hemisphere show similar phasing, with the seasonal

amplitude and regularity being highest at the most northerly station and increasing

as one progresses northward from Kumukahi to La Jolla to Point Barrow.

Mauna Loa and Samoa show very little variation over the year. As indi-

cated by the σDet and p value in Table 4.2, the records at Mauna Loa and Samoa

are not significantly different than expected from random variation around a linear

trend. However, visual inspection of Figure 4.13d and e suggests that a consistent

annual variation of±1-2 h may exist at the stations, with opposite phase at Samoa

than at Mauna Loa. Phasing at Mauna Loa and Samoa is roughly consistent with

other sites in the respective hemispheres. The magnitude of seasonal variability at

Mauna Loa and Samoa is at nearly the same level as the measurement precision.

As less than 2 years of monthly samples have been measured at Palmer

Station, annual patterns of ∆14C cannot yet be discerned by overlaying detrended

∆14C as in Figure 4.13f.

Detrended ∆14C at the South Pole shows the most scatter of all stations.

Measurements in the winter are especially variable, with standard deviations of

±5 h in detrended measurements over May and June. ∆14C tends to be slightly

enhanced in summer (December and January) and depleted in winter, though a

regular seasonal cycle does not seem to exist at the South Pole.

To estimate a mean seasonal cycle at each station, a linear trend and
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Figure 4.14: ∆14C observations fit with a linear trend and one harmonic (Equation
4.2) at a. Point Barrow, b. La Jolla, c. Kumukahi, d. Mauna Loa, e. Samoa, f.
Palmer Station and g. the South Pole
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Table 4.3: Mean annual cycle and trend at all stations calculated by fitting a linear
trend and single harmonic (Equation 4.2) to measurements from each station. The
linear slope is given by the fitted parameter “b”, and the timing of maximum ∆14C
and the difference between minimum and maximum values (2× amplitude) are
given for the fitted harmonic. σDes shows the standard deviation of residual ∆14C
after subtracting the curves in Figure 4.14.

Station
Trend 2× Amplitude Timing of Max σDes

(h yr−1) (h) (day) (h)
PTB -5.3±0.2 7.4±0.8 Oct 12±9 2.7
LJO -5.5±0.1 5.0±0.5 Oct 19±11 3.1
KUM -4.7±0.3 4.1±1.5 Sep 9±22 3.1
MLO -4.9±0.2 2.1±0.6 Oct 2±27 1.9
SAM -4.9±0.2 2.7±0.9 Feb 18±19 1.8
PSA -1.5±1.2 6.1±1.5 Apr 8±19 2.6
SPO -4.7±0.2 3.8±1.4 Jan 16±170 3.0

single harmonic was fit to the measured ∆14C according to:

y = a+ bt+ c cos(2πt) + d sin(2πt) (4.2)

This procedure was also performed for observations from La Jolla in Section 3.8.1.

Results for all stations are listed in Table 4.3 and plotted in Figure 4.14. Slopes

calculated by fitting the measurements with the single harmonic as well as the

linear trend agree with the slopes calculated by a linear trend only (Table 4.2),

with the exception of Palmer Station. As the record at Palmer Station is less

than two years long, we do not expect to produce robust estimates of the fitting

parameters. The fitted “c” and “d” were used to estimate the annual variation

(“2× Amplitude” in Table 4.3) and day of the year where ∆14C is highest (“Timing

of Max” in Table 4.3). 1-sigma uncertainties (68.3 % confidence interval) in fitted

parameters and resulting phase and amplitude are also listed in Table 4.3.

4.7 Discussion of seasonal cycles of ∆14C

The average seasonal cycles of ∆14C at each station, as calculated by the

fitted constants for the last two terms in Equation 4.2, are plotted in different colors
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in the right panel of Figure 4.15. The northern stations are shown as warmer colors

(PTB: black, LJO: red, KUM: orange, MLO: purple) and the southern stations

use cooler colors (SAM: green, PSA: light blue, SPO: dark blue). The offsets in

the curves represent differences in annual mean ∆14C at each station, which will

be discussed in the next section.

The northern stations exhibit consistent phasing in the seasonal cycle,

with the maximum ∆14C occurring in September-October. In Section 3.8.3, we

concluded that the seasonal cycle at La Jolla is mainly driven by atmospheric

dynamics. The seasonal flux of stratospheric air across the tropopause with a lag

time for vertical transport in the troposphere contributes to high ∆14C in the fall.

Vertical mixing should also enhance the seasonality of ∆14C through variation in

the boundary layer depth and ventilation; more vigorous vertical mixing during

summer dissipates the negative influence of fossil fuel emissions at the surface and

brings down 14C-enriched air from the upper troposphere. It is reasonable that

these signals would be enhanced in the more northerly station of Point Barrow,

and attenuated in the tropical stations. Greater amplitude in the seasonal variation

at Kumukahi as compared to Mauna Loa may indicate that seasonal variability

originates in surface level air and seasonality in the northern tropics is attenuated

with altitude. This observation does not discredit the idea that stratosphere-

troposphere exchange is an important contributor, as the STE signal could be

propagated from the midlatitudes in low-level air.

Seasonal variation at Samoa is similar to Mauna Loa, except with nearly

opposite phasing. The amplitude at both stations is very low, indicating that

seasonal changes in 14C fluxes or transport influencing remote tropical air are small.

The slight seasonal cycles that are observed are probably related to atmospheric

mixing. The seasonality at Mauna Loa may be attenuated by the presence of

a substantial fraction of air with Southern Hemisphere origin in the northern,

descending branch of the Hadley circulation (Keeling et al., 1998).

The measurements from Palmer Station suggest a seasonal phasing of
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∆14C that is opposite to the midlatitude stations of the north. While this record

is too short yet to provide a reliable estimate of the mean annual cycle, it is useful to

compare the preliminary results to prior observations in the southern midlatitudes.

Manning et al. (1990) reported a seasonal cycle at Wellington, New Zealand with

maxima in March and minima in August in ∆14C observations before 1980. After

1980, they note the emergence of a different seasonal cycle where maxima shifted

to July-August. Our measurements at Palmer appear to agree with the phasing

observed in the early period at Wellington rather than the phasing of the period

1981-1987. Closer inspection of the measurements from 1981-1987 at Wellington

reveals that several years in this period contain only 5-6 sample dates, there are

several ±10-20 h outliers and the average measurement uncertainty (±4 h) is

close to the seasonal amplitude (±5 h). It seems that the phasing of seasonal

variation would be difficult to detect with these measurement characteristics (also

indicated in Figure 4b of Manning et al. (1990)). It is possible that the seasonal

cycle at Wellington became indistinguishable in 1980 and did not experience a

phase shift. Randerson et al. (2002) were unable to recreate the shift in seasonal

cycle with their 14C model. It will be exciting to observe the seasonal cycle at

Palmer Station through several more years of measurements to see whether the

seasonal cycle of the southern midlatitudes exhibits a regular seasonal cycle and

if it does, whether this cycle is anticorrelated with the northern stations. If the

cycle does show opposite phasing, it could suggest that atmospheric mixing and

stratosphere-troposphere exchange are most important to seasonal variation in the

south, as found for La Jolla (Section 3.8.3). If the maximum ∆14C at Palmer

Station occurs during another time of year, it could indicate that seasonality in

air-sea gas exchange also produces measurable effects on ∆14C.

The irregularity of ∆14C observations at the South Pole led to high un-

certainty in the fitted harmonic, where the phasing is almost completely uncertain.

However, the years 2004-2006 include less scatter and do show good coherence with

the fitted curve (Figure 4.14g), where highest ∆14C is observed in January. The
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Figure 4.15: Annual means of ∆14C at each station for 2005-06, plotted vs station
latitude (left panel). Annual means were calculated by evaluating the curves fit to
Equation 4.2 at 0.05 yr intervals over 2005 and 2006 and averaging. Errorbars are
given by the scatter in residual ∆14C during 2005-06 after subtracting the curves
fit to Equation 4.2. In the right panel annual cycles of ∆14C in the curves fit to
Equation 4.2 are shown for one year at each station and offset by the annual mean
difference from the South Pole.

∆14C levels at the South Pole are likely to be influenced by the unique Antarctic

meteorology. During the long winter night, intense radiative cooling at the surface

results in a consistent temperature inversion which restricts vertical mixing with

the free troposphere (Harder et al., 2000). In summer the temperature inversion

weakens, allowing ventilation of boundary layer air. If the upper tropospheric air

above Antarctica contains higher ∆14C, then seasonal mixing would cause ∆14C

of boundary layer air to rise. ∆14C in surface level air at the South Pole could be

depleted relative to the free troposphere by horizontal mixing of low-∆14C air from

coastal Antarctica. Air in the upper troposphere could receive enhanced ∆14C air

from mixing with the polar stratosphere. Further, additional noise in wintertime

∆14C at the South Pole may be caused by temporary lifting of the temperature

inversion that would enable short term mixing of surface-level air with the free

troposphere.
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4.8 Latitudinal gradient of ∆14C

As fluxes of carbon that influence ∆14C occur in specific regions of the

globe, spatial gradients of ∆14C are expected, including gradients across latitudes.

To compare the average ∆14C at each station in our recent measurements, the

curves fit to Equation 4.2 (shown in Figure 4.14) were evaluated at 0.05 yr intervals

over the period 2005 through 2006 and averaged. Uncertainty in the estimated

annual average for each station is given by the standard deviation of the residuals,

similar to the σDes column in Table 4.3, but specific to the 2005-06 period.

Annual mean ∆14C for 2005-06 is plotted against station latitude in the

left panel of Figure 4.15. Values are presented relative to the South Pole. Mean

∆14C is lower in the Northern Hemisphere than in the South. The highest mean

∆14C is observed at Samoa, and the lowest is observed at La Jolla. Midlatitude

stations express local minima in ∆14C, and there is a gradient of -5 h between

the northern and southern tropics at sea level.

The interhemispheric difference in ∆14C depends on the balance of re-

gional 14C fluxes between the troposphere and the ocean and land biosphere and

the rate of addition of fossil fuel CO2 which continually dilutes 14C in the Northern

Hemisphere. The midlatitude depletions in ∆14C are caused by the concentration

of nearly all of the global emissions of fossil fuel CO2 in the Northern Hemisphere,

and by air-sea gas exchange with aged water masses in the Southern Ocean (Levin

and Hesshaimer, 2000; Randerson et al., 2002). Figure 4.15 reveals that the uptake

of 14C by the Southern Ocean is a smaller negative influence on ∆14C than the

emission of fossil fuel CO2 in 2005-06 since ∆14C is lower in the Northern Hemi-

sphere compared to the south. Biospheric release of excess 14C in the Northern

Hemisphere also influences the interhemispheric difference of ∆14C by counteract-

ing the effect of fossil-derived CO2. Release of 14C from tropical ecosystems may

additionally strengthen the maximum in ∆14C observed in the tropics.

The latitudinal gradient shown in Figure 4.15 contains valuable infor-

mation about oceanic and biospheric fluxes of 14C which are determined by the
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Figure 4.16: Smoothing splines fitted to ∆14C observations at each station: Point
Barrow (black), La Jolla (red), Kumukahi (orange), Mauna Loa (purple), Samoa
(green), Palmer Station (light blue) and the South Pole (dark blue). Curves were
also shown individually in Figures 4.3, 4.4 and 4.5.

turnover time of carbon in these reservoirs. As fossil CO2 emissions grow, gross

fluxes of carbon react to rising CO2 and climate, and levels of atmospheric ∆14C

evolve, the regional influences on ∆14C and the latitudinal ∆14C profile will adjust.

In the following section (4.10), we examine how the latitudinal profile of ∆14C has

changed since the nuclear weapons tests, particularly since 1987-89.

The differences in annual mean at each station were also incorporated

into the right panel of Figure 4.15, which shows both the mean annual cycle and

the mean ∆14C, relative to the South Pole. Depiction of the seasonal variation

in the latitudinal gradient reveals the largest gradients of ∆14C in background air

are approximately 12 h in March-May, whereas smaller gradients of roughly 7 h

exist in September-November. This figure emphasizes the need for high precision

measurements in detecting atmospheric gradients in background air across the

globe.

Another view of ∆14C across latitudes is shown in Figure 4.16. Here,

the cubic smoothing splines fit to each station (shown in Figures 4.3, 4.4 and 4.5)
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are plotted together as different colors. This enables inspection of the latitudinal

profile over the course of the year and over several years. A few features of the

global dataset are highlighted by comparing the curves in this way.

1. La Jolla nearly always exhibits the lowest ∆14C and Samoa nearly always

exhibits the highest ∆14C, through all years and all seasons

2. Global ∆14C gradients are largest in the first half of the year

3. Over the period 2002-06, relative ∆14C differences between the stations re-

mained fairly consistent except for the South Pole, where ∆14C appeared to

increase

4. The gradient in ∆14C between Samoa and Kumukahi is always at least 2 h,

suggesting there is a significant, continual cross-equator gradient in ∆14C

5. Variations in seasonality at La Jolla does not appear to carry over to Ku-

mukahi or Point Barrow

4.9 Changes in variability at Point Barrow and

the South Pole since the 1980s

Between 1978 and 1999, the Centrum voor IsotopenOnderzoek (Center

for Isotope Research or CIO) at the University of Groningen, The Netherlands per-

formed stable isotopic analysis on CO2 samples collected by the Scripps Program.

Between 1985 and 1991, Scripps CO2 samples were “sucked back” after analysis of

isotope ratio mass spectrometry to be preserved for ∆14C analysis. Samples from

two stations were preserved: Point Barrow and the South Pole. The “sucked back”

CO2 samples were analyzed at the Groningen AMS facility and published in 2006

(Meijer et al., 2006).

The early measurements from Point Barrow and the South Pole provide

a valuable measure of the changes of ∆14C at these stations over the past ∼20
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Table 4.4: Mean annual cycle and trend at Point Barrow and the South Pole for
1985-1991 and 1999-2006. Results from fitting data from Meijer et al. (2006) and
this thesis to Equation 4.2, similar to Table 4.3.

Station Period of Trend 2x Amplitude Timing of Max Timing of Max
record (h yr−1) (h) (year) (day)

PTB 1985-1991 -10.6±0.3 10.1±1.9 0.73±0.03 Sep 24±11
SPO 1985-1991 -10.3±0.3 3.8±1.4 0.99±0.45 Dec 30±166
PTB 1999-2006 -5.3±0.2 7.4±0.8 0.78±0.03 Oct 12±9
SPO 1999-2006 -4.7±0.2 3.8±1.4 0.04±0.46 Jan 16±170

years. To investigate such changes, a linear trend and single harmonic were fit to

the South Pole and Point Barrow data, as in Equation 4.2 in Section 4.6. The

fitted parameters are shown in Table 4.4 for the measurements from Meijer et al.

(2006) and from this work.

Figure 4.17 shows the fitted seasonal cycles at Point Barrow and the

South Pole for the two measurement periods: 1985-91 in dashed lines and 1999-

2006 in solid lines. Blue lines are for the South Pole and black lines are for Point

Barrow. The most noticeable change between the two periods is the difference in

annual mean ∆14C between Point Barrow and the South Pole, indicated by the

vertical offset in the Point Barrow curve. In the early period, the annual mean

∆14C at Point Barrow was slightly higher than the South Pole (∼2 h), whereas

the ∆14C at Point Barrow was substantially lower than the South Pole (∼5 h) in

2005-06. Together, our measurements reveal a substantial change in the gradient

of ∆14C between the South Pole and Point Barrow; annual mean ∆14C at Point

Barrow decreased by approximately 8 h between 1987-89 and 2005-06, relative to

the South Pole.

The phasing of the seasonal cycles at both Point Barrow and the South

Pole do not appear to have changed between 1985-91 and 1999-2006. Point Bar-

row exhibits maximum ∆14C in late September-early October and the South Pole

exhibits maximum ∆14C in late December-early January. The fitted seasonal cycle

at the South Pole for 1985-91 is also uncertain with respect to the phasing, suggest-

ing that ∆14C at the South Pole consistently expresses high levels of short-term
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Figure 4.17: Annual cycles at Point Barrow and South Pole, 1985-91 and 1999-
2006. The harmonic component to the fit calculated by Equation 4.2 for each
record is shown for a single year. The South Pole is shown in blue, Point Barrow
is shown in black; dashed lines show results from Meijer et al. (2006), solid lines
show results from this thesis. The mean difference, South Pole - Point Barrow, in
1999-2006 and in 1985-91 is indicated by the vertical offset in the sinusoids.

variability.

The amplitude of the seasonal cycle at Point Barrow has decreased by ap-

proximately 25 % since 1985-91. For the South Pole, the parameters listed in Table

4.4 and shown in Figure 4.17 indicate that the seasonal amplitude has not changed

between the two periods of record. In fact, the amplitude of seasonal variation at

the South Pole probably has changed between the CIO and SIO records. Because

of the variability in the seasonal cycle at the South Pole, the fitting of a linear

trend and single harmonic does not serve to characterize the annual variation as

well as for Point Barrow, which has a much more distinct seasonal cycle (see end

of Section 4.7). Examination of linearly detrended CIO South Pole data in a way

similar to Figure 4.13 suggests the seasonal variation was actually ∼ 5 h (Meijer

et al., 2006) in 1985-1991. The seasonal amplitude at the South Pole then seems

to have been attenuated by a similar amount as Point Barrow between 1985-1991
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to 1999-2006: 25 %.

4.10 Evolution of the latitudinal profile of ∆14C

Tree ring evidence of the preindustrial gradient of ∆14C between the

northern and southern hemispheres suggests that the Northern Hemisphere was 3-

5 h more enriched than the South (Braziunas et al., 1995; McCormac et al., 1998).

Model investigations of the ∆14C gradient suggest that air-sea gas exchange in the

Southern Ocean was the main driver of the interhemispheric difference (Braziunas

et al., 1995; Levin et al., 1987) before 1890.

During the 20th century, ∆14C in the atmosphere experienced massive

perturbation by the input of bomb-produced 14C and the increasing emission of

fossil fuel CO2, both concentrated in the Northern Hemisphere. These regional

fluxes caused changes in the the interhemispheric gradient between the northern

and southern troposphere.

Estimates of the mean ∆14C gradient between sampling stations in the

Northern and the Southern Hemisphere for discrete time intervals are shown in Fig-

ure 4.18. This figure incorporates measurements from Wellington, New Zealand

(Manning et al., 1990), Vermunt, Austria (Levin and Kromer, 2004), Fruholmen,

Norway (Nydal and Lövseth, 1996), Jungfraujoch, Switzerland (Levin and Kromer,

2004), the South Pole, Antarctica (Meijer et al. 2006 and this work), and Point

Barrow and La Jolla, USA (Meijer et al. 2006 and this work). Annual means were

calculated by evaluating a cubic smoothing spline fit to the data and averaging

over each calendar year. Mean ∆14C at the southern station was subtracted from

the mean ∆14C at the northern station. Years with poor temporal coverage were

omitted. Errorbars in Figure 4.18 indicate the average measurement uncertainty.

The average measurement uncertainty may overestimate the uncertainty in the

∆14C gradient between sampling stations, though additional sources of uncertainty

must be considered when comparing samples measured by different laboratories,



166

1965 1970 1975 1980 1985 1990 1995 2000 2005
−15

−10

−5

0

5

10

15

20

25

30

35

δ∆
14

C 
 (‰

)

 

 
Vermunt − Wellington
Fruholmen − Wellington
Jungfraujoch − South Pole
Point Barrow − South Pole
La Jolla − South Pole

 

 

Figure 4.18: Evolution of the ∆14C gradient between the Northern and Southern
Hemispheres. Datapoints show the difference between the annual mean of ∆14C at
a northern site minus the annual mean of ∆14C at a southern site. For the Southern
Hemisphere, measurements from Wellington, New Zealand (Manning et al., 1990)
and the South Pole (Meijer et al. 2006 and this work) are used. For the Northern
Hemisphere, measurements from Vermunt, Austria and Jungfraujoch, Switzerland
(Levin and Kromer, 2004; Levin et al., 2008), Fruholmen, Norway (Nydal and
Lövseth, 1996), and Point Barrow and La Jolla, USA (Meijer et al. 2006 and this
work) are used. Annual means were calculated by averaging a cubic smoothing
spline fit to the measurements. Years with poor temporal coverage are omitted.
Errorbars show average measurement uncertainty.

as discussed in Sections 2.19 and 3.5.1, and when estimating an annual mean from

discrete observations. Before the mid-1980s, measurement uncertainty was ap-

proximately 8 h. Precision progressively improved to ±5 h in the early 1980s, to

±2-3 h in the late 1980s and to better than ±2 h in current analytical techniques

(Graven et al., 2007; Turnbull et al., 2007).

The interhemispheric gradient was extremely large and positive in the

years following the nuclear weapons tests because of the enormous enrichment of

∆14C in the north by excess 14C produced by the detonations. Maximum gradients

were several hundred h in 1963-1965 (Nydal and Lovseth, 1983), then decreased

quickly as excess 14C was distributed by atmospheric mixing. Gradients were on

the order of 20 h during the early 1970s and by 1980, the interhemispheric gradient
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had nearly disappeared (Figure 4.18). During the 1980s and perhaps until 2000,

there appeared to be little or no difference between ∆14C in the Northern and

Southern Hemispheres. Published records from the Southern Hemisphere are not

readily available for the period 1991-1998, however, (Levin and Hesshaimer, 2000)

report a difference of approximately -1 h between Jungfraujoch and Neumayer in

1994.

Our measurements reveal that the sign of the interhemispheric ∆14C gra-

dient has switched. ∆14C at the northern stations is now more depleted than ∆14C

at the South Pole. It appears that the change happened between 1990 and 2000,

and the gradient is becoming more negative with time. In 2005-06, ∆14C at La

Jolla was roughly 6.5 h lower than ∆14C at the South Pole.

To examine the change in average ∆14C across latitudes over the last 20

years, Figure 4.19 compares the latitudinal profile of ∆14C observed in 2005-2006

with the profile observed in 1987-89. Plotted is the difference in annual mean of

∆14C at each station relative to the annual mean at the South Pole for the same

time period. The black circles show the observations from the Scripps stations

averaged over 2005-2006; these are the same data from Figure 4.15. The diamonds

show results from 1987-89 reported by Levin et al. (1992) and Meijer et al. (2006)

and updated from Manning et al. (1990). Solid diamonds represent measurements

by Meijer et al. at Point Barrow and the South Pole (discussed in Section 4.9).

Empty diamonds show observations reported by Levin et al. and Manning et al.

(1990). Stations shown are (from south to north): Neumayer, Antarctica, Welling-

ton, New Zealand, Izaña, Spain and Jungfraujoch, Switzerland. In combining data

from Levin et al. (1992), Manning et al. (1990) and Meijer et al. (2006), the labo-

ratory offset between CIO and the Heidelberg and Rafter laboratories is assumed

to be zero (Meijer et al., 2006). Errorbars for the Scripps stations are estimated by

the scatter of residual ∆14C at each station after subtracting the fitted linear trend

and single harmonic for the 2005-06 data. Errorbars for the 1987-89 measurements

are Meijer et al. (2006)’s estimate of the combined uncertainty of the atmospheric
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Figure 4.19: Latitudinal profile of mean ∆14C in 1987-89 (diamonds, dashed line)
and 2005-06 (circles, solid line), referenced to the South Pole. The 2005-06 profile
is reproduced from Figure 4.15. The 1987-89 profile uses data from Levin et al.
(1992), Meijer et al. (2006) and updated data from Manning et al. (1990). The
solid diamonds show annual means at Point Barrow and the South Pole, measured
by CIO, and the empty diamonds show annual means at Neumayer, Izaña and
Jungfraujoch, measured by the Heidelberg Laboratory and the annual mean at
Wellington, measured by the Rafter Laboratory. The shaded area represents the
change in latitudinal gradients of ∆14C caused by increasing fossil fuel emissions,
the remaining difference is caused by changes in oceanic and biospheric 14C fluxes.

variability and calibration uncertainty: ±1.5 h. This value may underestimate

the uncertainty in annual mean ∆14C for 1987-89, particularly at the mid- to high

latitude stations which express more annual variation.

The latitudinal profile of ∆14C in CO2 observed in 2005-06 shows sub-

stantial differences from the profile observed in 1987-89. The interhemispheric

gradient in 1987-89 was very small, with slightly higher ∆14C in the Northern

Hemisphere (Meijer et al., 2006; Levin et al., 1992). A similar diagram of ∆14C

levels in 1994 also shows small differences between the hemispheres (Levin and
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Hesshaimer, 2000). However, in 2005-06, the Northern Hemisphere is significantly

depleted in ∆14C compared to the south. The interhemispheric gradient is ap-

proximately -6 h in 2005-06. While local minima in the midlatitudes of each

hemisphere are evident in both time periods, it appears that the minimum in the

southern midlatitudes is not as strong in 2005-06 whereas the northern minimum

may have become more prominent. A strong gradient across the tropics of roughly

-5 h is revealed in 2005-06. Tropical gradients are not resolved by the 1987-89

profile, however, a difference of approximately -3 h was observed in ∆14C from

shipboard samples collected at 23.4-25.9◦N and 11.8-14.2◦S in 1995 (Kitagawa

et al., 2004).

The shaded area in Figure 4.19 depicts the change in the latitudinal profile

of ∆14C that is expected from the ∼40 % increase in total fossil fuel emissions of

CO2 between 1987-89 and 2005-06. This calculation uses results from a manuscript

in preparation by C.D. Keeling, S.C. Piper, T.P. Whorf and R.F. Keeling, which

examines the amount of fossil fuel CO2 present at each sampling site in the Scripps

network using atmospheric transport models and regressions of the time series

measurements of CO2 concentration. Their analysis provided estimates of the

ppm fossil fuel CO2 per Gt C emissions at each station, relative to the South

Pole, which were scaled by the fossil fuel CO2 emissions reported for the periods

1987-89 and 2005-06 (Marland et al., 2007; Canadell et al., 2007). As no estimate

was available for the AORG site Palmer Station, the fossil fuel CO2 present at

Palmer Station was assumed to be similar to the fossil fuel CO2 present at Baring

Head, New Zealand. Simple mixing calculations were performed using the values

of fossil fuel CO2 present and measured annual mean ∆14C and CO2 concentration

at each station. Comparison of the mixing calculation results for the time periods

1987-89 and 2005-06 provided an estimate of the change in latitudinal profile of

∆14C caused by fossil fuel emissions, illustrated by the shaded area in Figure 4.19.

Adding the estimated change in ∆14C gradients caused by fossil fuel emissions

to the 2005-06 observations produces the expected latitudinal gradient in 1987-
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89, shown as the upper line of the shaded area. As this line does not match the

observations for 1987-89, it appears the shift in the latitudinal gradient can only

partly be explained by increasing fossil fuel emissions and other fluxes must also

have undergone significant changes during this period.

Other than fossil fuel emissions, the main fluxes important to the lati-

tudinal gradient of ∆14C are the air-sea gas exchange with 14C-depleted waters

in the Southern Ocean and the respiration of 14C-enriched organic material in

the terrestrial biota of the Northern Hemisphere. As the atmospheric levels of

∆14C decreased by >100 h over 1987-89 to 2005-06 and the average ∆14C in the

respiratory and oceanic carbon reservoirs evolved, the 14C disequilibrium driving

these regional fluxes changed. The largest influence on the latitudinal gradient,

other than fossil fuel emissions, is the weakening of the negative influence of the

Southern Ocean on Southern Hemisphere air in recent years. The positive dise-

quilibrium in ∆14C of biospheric carbon compared to the atmosphere (Randerson

et al., 2002) probably contributed a small positive influence on the north-south

latitudinal gradient of ∆14C, opposite to the shift observed.

Based on modeling of 14C fluxes, Randerson et al. (2002) predicted that

the Northern Hemisphere would become more depleted than the Southern Hemi-

sphere after the 1990s because of growing fossil fuel emissions, where the relative

difference would be modulated by gross exchange over the Southern Ocean. Ran-

derson et al., as well as Levin and Hesshaimer and others, suggest that measure-

ment of the temporal change in the latitudinal profile of ∆14C could be used to

investigate CO2 fluxes in the Southern Ocean, which remain a large uncertainty in

budgets of anthropogenic carbon and in projections of future CO2 concentration.

The latitudinal profile is also sensitive to the turnover rate of carbon in northern

ecosystems, which comprises another significant uncertainty in CO2 projections.

The remainder of the observed shift in the ∆14C profile that cannot be

attributed to fossil fuel emissions (3-4 h) corresponds to rough estimates using a

global mean oceanic ∆14C signature predicted a box diffusion model and specifying
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62-67 % of the gross oceanic CO2 exchange to occur in the Southern Hemisphere.

In order to draw conclusions about Southern Ocean ventilation rates and/or vari-

ability, with implications for atmospheric CO2 levels, we have to know accurately

the regional air-sea ∆14C gradient and the effect of regional biospheric fluxes in

addition to the fossil fuel component calculated above. Further investigation of the

latitudinal profile of ∆14C using oceanic inventories of ∆14C and atmospheric and

oceanic transport models are likely to better resolve the regional fluxes contributing

to observed ∆14C gradients.

In Chapter 3, Section 3.7, we examined anomalies in ∆14C at La Jolla

reflecting year-to-year variability in the secular trend and examined potential cli-

matic influences on 14C fluxes from the ocean, the biosphere and the stratosphere.

The latitudinal profile of ∆14C is likely to be sensitive to interannual variation in

these fluxes as well.

We have observed a shift in the latitudinal gradient of ∆14C since 1987-

89, where average ∆14C in the Northern Hemisphere is approximately 6 h more

depleted than average ∆14C in the Southern Hemisphere. Increased fossil fuel

emissions between 1987-89 and 2005-06 explain ∼3 h of the shift, suggesting that

adjustments in regional fluxes of 14C from the ocean and the land biosphere are

responsible for an additional ∼3 h decrease in the interhemispheric gradient of

∆14C.

4.11 Summary

Monthly time series of ∆14C in CO2 at 6 global sampling stations in

the Scripps networks were produced in collaboration with Lawrence Livermore

National Laboratory, augmenting the long record of ∆14C in CO2 at La Jolla

reported in Chapter 3. The records are of varying length: Palmer Station has the

shortest record of 2 years and the South Pole has the longest record of 7 years.

The strongest and most consistent seasonal cycle is observed at Point Barrow,
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while the tropical stations Samoa and Mauna Loa exhibit very little seasonality in

∆14C. Comparison of seasonal cycles measured at Point Barrow and the South Pole

in 1985-91 by Meijer et al. (2006) reveals that seasonal amplitudes have shrunk

by 25 % but phasing has not changed at these stations. The latitudinal profile

of annual mean ∆14C in 2005-06 reveals the Northern Hemisphere is depleted

in ∆14C compared to the south. This profile is a significant shift from 1987-89

and 1994, when little to no difference was apparent between the two hemispheres

(Levin et al., 1992; Levin and Hesshaimer, 2000; Meijer et al., 2006). We find that

increases in fossil fuel emissions drive a -3 h shift in the Northern Hemisphere;

the remaining -3 h difference must be due to changes in the 14C fluxes from the

ocean or terrestrial biosphere. Further examination and continued observation of

the latitudinal profile of ∆14C will provide important information about regional

fluxes of 14C and CO2 that should improve our understanding of the global response

to fossil fuel emissions of CO2.

4.12 Recommendations for future ∆14C measure-

ments in the Scripps CO2 Program

This thesis may initiate a long term, global measurement program for

∆14C measurements in CO2 collected by the Scripps CO2 Program and analyzed

at Lawrence Livermore National Laboratory. The recommendations of the previous

chapter (Section 3.10) for future measurements of ∆14C in Scripps CO2 samples

are extended here for the other stations.

Archived samples that remain from the stations reported in this chapter

should continue to be measured periodically. Analysis of the remaining archived

samples will provide two important benefits: resolution of the records will be

improved and comparability between different analysis batches will be insured.

Archived samples from other stations should not be analyzed as frequently as

samples from La Jolla, perhaps 1-2 samples per 4 wheels measured. Then, archived
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samples would compose ∼15 % of the analyses. The first priority in analysis of

archived samples should be the period mid-2001 to mid-2002 at the South Pole

where there is a gap in measurement because of the incomplete graphitization of

several samples. There are 5 samples remaining from the South Pole for this period

which should help to improve the continuity of the record through this period.

Currently, CO2 samples from 6 sampling stations in the Scripps CO2

Program are archived for ∆14C. The Scripps CO2 sampling network collects flasks

from several other stations which are not extracted for ∆14C analysis because of

personnel and time constraints. Expansion of the number of stations where CO2

samples are extracted for ∆14C analysis would enable the observation of more detail

in the global distribution of ∆14C. It would also enable long term comparison with

measurements from other laboratories. Of particular interest are the sampling

stations Alert, Canada at 82◦N and Baring Head, New Zealand at 41◦S. I. Levin of

the Heidelberg Laboratory collects CO2 samples for ∆14C at Alert, and K. Currie

and others are continuing long records of ∆14C in New Zealand. Both of these

laboratories have conducted ∆14C measurements for over 50 years and both utilize

counting techniques on large volume CO2 samples collected over several days. Co-

located sampling would enable valuable comparisons with these two laboratories

which are unable to participate in the current intercomparison activity because

of the large volumes of CO2 required for counting measurements. It would also

be of great interest to compare instantaneous flask samples with integrated CO2

absorption samples.

Additionally, we have developed procedures to collect CO2 samples from

Palmer Station, a sampling site within the network of the Scripps Atmospheric

Oxygen Research Group, for ∆14C analysis (Section 2.18). More sites within this

network could also be added. With more development, better extraction techniques

could enable high precision measurements of δ13C and δ18O to be conducted from

the AORG flask air as well. It would be remarkable to have a global network of

time series measurements of CO2, O2/N2, ∆14C, δ13C and δ18O from the same
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sampling stations, utilizing the expertise and quality assurance of the Scripps lab-

oratories. Such a coordinated global measurement program would be likely to

provide immense scientific value to carbon cycle research.
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Chapter 5:

Vertical profiles of biogenic and

fossil fuel-derived CO2 from

airborne measurements of ∆14C

and CO2 above Colorado

ABSTRACT

In areas that may be influenced by emissions from urban regions, mea-

surements of ∆14C in atmospheric CO2 are the best method of separating CO2

additions from fossil fuel and biogenic sources. We demonstrate the use of this

technique with detailed vertical profiles of CO2 and ∆14CO2 analyzed in whole air

flask samples collected during the Airborne Carbon in the Mountains Experiment

(ACME) above Colorado in May and July of 2004. By comparing lower tro-

pospheric composition to cleaner air at higher altitudes, we estimate the relative

magnitude of vegetative and combustion sources of CO2 in urban and mountainous

rural locations at different times of day and season. Considerable additions from

respiration were observed in the morning in both urban and rural locations. After-

noon concentrations were mainly governed by fossil fuel emissions and boundary

175
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layer depth, also showing net biospheric CO2 uptake in some cases. Using in situ

measurements of CO concentration we estimate local industrial CO2:CO emission

ratios. Observed CO2:CO ratios are found to vary by almost 100% and average 56

CO2:CO, higher than expected from the US national and Colorado state emissions

inventories. This study highlights the unique capability of ∆14C observations to

precisely separate fossil fuel-derived and biospheric CO2. Uncertainty in CO2 de-

rived from different sources is 0.8-3.6 ppm, limited by ∆14C measurement precision

and uncertainty in background ∆14C and CO2 levels. Similar estimation of CO2

sources with airborne measurements of ∆14CO2 in regional studies that include

atmospheric transport modeling could be employed to investigate rates of vertical

mixing, to examine diurnal rectification of fossil and vegetative CO2 fluxes and to

estimate local CO2 emissions from fossil fuel combustion.

5.1 Introduction

Atmospheric observations of CO2 concentration that are utilized to in-

vestigate surface exchanges of CO2 reflect a mixture of CO2 from different sources.

The relative contribution from each source depends on the magnitude of a surface

CO2 flux and on the transport or mixing of air interacting with the surface source.

When additions of CO2 from fossil fuel combustion may be present in a study area

for biospheric CO2 exchanges, multiple strategies can be employed to correct for

the presence of fossil fuel-derived CO2.

Radiocarbon, or 14C, is a nearly perfect tracer of fossil fuel-derived CO2,

as the combustion of million year old fossil carbon produces CO2 containing only

the stable isotopes 12C and 13C. Addition of CO2 from fossil sources dilutes the

concentration of 14CO2 in the local atmosphere, which is measured as ∆14C in part

per thousand deviation from a standard concentration (Stuiver and Polach, 1977).

Conversely, biotic exchange of CO2 does not substantially alter ∆14C in local CO2

because respiratory fluxes involve carbon that has been recently fixed, on average,
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and ∆14C notation corrects for mass-dependent fractionation. Measurements of

∆14C and CO2 concentration can be used together to distinguish CO2 added from

fossil fuel or biospheric sources (Meijer et al., 1996; Takahashi et al., 2002; Levin

et al., 2003; Gamnitzer et al., 2006; Turnbull et al., 2006).

While ∆14C is currently the most accurate tracer for fossil fuel CO2,

measurements of ∆14C are expensive and require discrete samples of air. Other

trace gases related to combustion, mainly CO but also SF6 and C2Cl4, can be

measured with reduced expense and the possibility of continuous observation. To

quantify fossil CO2 present in an air sample these gases require the application of

emission ratios which are uncertain and can be highly variable (>300 %) depending

on the type of fuel and combustion (Environmental Protection Agency (EPA),

2006; Rivier et al., 2006). Other techniques combine a priori assumptions of the

distribution of surface fossil fuel emissions with transport models to calculate the

amount of fossil fuel-derived CO2 present at a sampling location (e.g. Gurney et al.

2002; Campbell et al. 2007). A priori assumptions of the distribution of fossil fuel

emissions use data on fuel production, consumption, and trade for national or other

political regions and data on the distribution of human population (e.g. Andres

et al. 1996).

Uncertainties in estimates of local fossil fuel-derived CO2 can present a

significant limitation to the precision attainable in CO2 flux estimates for investi-

gations on subannual and subcontinental scales (Gerbig et al., 2003; Gibert et al.,

2007). Reliable techniques for estimating fossil fuel CO2 or fossil fuel CO2 emis-

sions are necessary to serve the expansion of CO2 flux investigations at these scales

(Wofsy and Harriss, 2002). Estimates of CO2 emitted by fossil fuel combustion

based on atmospheric observations that are independent of economic inventories

could additionally provide an important method of verifying government-mandated

emissions reductions on regional scales. As ∆14C allows accurate estimation of fos-

sil fuel-derived CO2, expanded measurement of ∆14C would provide a unique and

much needed capability to carbon cycle studies.
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To investigate the use of ∆14C for estimating fossil fuel-derived CO2 in

airborne measurement campaigns, we collected whole air samples for ∆14C anal-

ysis during the Airborne Carbon in the Mountains Experiment (ACME) in May

and July of 2004. The ACME study conducted airborne profiling of the lower

troposphere in rural and urban areas of Colorado.

The collection of airborne samples during ACME for ∆14C analysis was an

exploratory study. Our main goal was to sample detailed vertical profiles of ∆14C

in the lower troposphere (3-6 samples per profile) and use measured ∆14C and CO2

concentration to define a simple mixture of background, biogenic and fossil fuel-

derived CO2 in each sample. The detailed profiles offered the potential to observe

changes in the relative fraction of CO2 from fossil fuel and biospheric sources with

altitude, implying that ∆14C can provide a unique tool for investigating temporal

changes in surface CO2 sources and/or the transport of air with different CO2 flux

history, both vertically and horizontally. Measurements of ∆14C therefore have

the potential to improve the representation of vertical mixing of surface fluxes

in atmospheric transport models that currently contributes large uncertainties to

regional and global CO2 budgeting (Gurney et al., 2002; Stephens et al., 2007).

We also aimed to assess the reliability of the CO tracer of fossil fuel

emissions by observing the fossil fuel emission ratio CO2:CO and its variability.

Stable istope measurements additionally allowed the comparison of measured δ13C

signatures in surface sources to those expected from the ∆14C-determined mixture

of CO2 source components.

5.2 Methods

The ACME campaign was conducted onboard the National Center for At-

mospheric Research/National Science Foundation C-130 aircraft in May and July

2004. We sampled flasks on 4 flights in May and 5 flights in July with 6 flasks

collected on each flight. Flask sampling was performed mainly in two areas. One
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area was a mountainous rural setting near Kremmling, Colorado, a town with a

population of approximately 1500 located at 40.06◦N, 106.38◦W and 2252 m eleva-

tion. The other sampling location was an urban setting near Broomfield, Colorado,

located at 39.91◦N, 105.12◦W and 1728 m elevation in the Denver metropolitan

area which has a population of approximately 2.5 million people. Flasks were col-

lected during vertical profiles during which the aircraft descended and/or ascended

between a cruising altitude of approximately 5.5 or 7 km above sea level (ASL) to

less than 100 m above ground level (AGL).

Whole air samples were taken onboard the aircraft using evacuated 5-liter

round glass flasks. A schematic of the flask sampling apparatus is shown in Figure

5.1. Outside air was sampled from a forward-facing 1/2” stainless steel inlet and

flushed through Synflex R© tubing. The tubing was flushed without pumps, simply

using the pressure gradient between the inlet and exhaust, which was located

beneath and to the rear of the cabin. To sample, a valve was closed downstream

of the flask and the evacuated flask was opened for approximately 30 seconds until

it reached the ambient pressure at the altitude of the aircraft.

Each flask was measured for CO2 concentration at Scripps using a non-

dispersive infrared gas analyzer with a precision of ±0.1 ppm (Keeling et al., 2002).

CO2 was then cryogenically extracted in a glass vacuum manifold by passing all of

the remaining air in the flask over a ball trap filled with liquid nitrogen. Each CO2

sample was frozen and sealed into a Pyrex R© tube. Sizes of CO2 samples ranged

from 0.25 mg C in flasks sampled above 5 km to 0.55 mg C in flasks sampled near

the surface.

A set of the CO2 samples were split approximately in half to enable

both stable isotope ratio mass spectrometry (IRMS) and 14C measurement by

accelerator mass spectrometry (AMS) in the same sample. Other samples were

used entirely for IRMS or AMS analysis. IRMS was conducted at Scripps using

a Micro Mass Optima dual-inlet mass spectrometer with a precision of ±0.03 h

(Guenther et al., 2001). For 14C measurements, CO2 samples were converted to
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Figure 5.1: Schematic of the airborne flask sampling apparatus used in the ACME
campaign

graphite and analyzed with AMS at Lawrence Livermore National Laboratory

using procedures that have a precision of ±1.7-2.4 h, similar to Graven et al.

(2007). We report 14C/12C ratios using ∆14C notation, where the ratios have been

corrected for decay and mass-dependent fractionation using δ13C measurements

(Stuiver and Polach, 1977). To calculate ∆14C in the samples that were used only

for AMS analysis, we interpolated δ13C from other samples taken on the same

flight, assuming that the air throughout the sample profile was influenced by CO2

sources with the same average δ13C.

In situ measurements of CO were performed with an Aero-Laser vacuum

ultraviolet resonance fluorescence instrument, after Gerbig et al. (1999). The CO

measurements have a 1 second time resolution with a detection limit of 3 ppbv.

Accuracy is estimated to be ±(3 ppbv + 5%) based on in-flight intercomparisons

over 5 years. Meteorological and positioning variables were measured onboard the

aircraft and recorded as 1 second averages.

To assess the reproducibility of ∆14C and CO2 in our sampling and anal-
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ysis methods, we collected pairs of flasks in rapid succession while cruising at 5.5

km ASL. Because air at higher altitudes generally has much lower variability in

CO2, the rapid collection of two flasks at high altitude results in two samples with

roughly the same composition. The pair agreement then primarily indicates the

amount of uncertainty added in the sample handling and analysis. The first pair

was sampled within 2 minutes on May 20, 2004 and the second pair was sam-

pled within 1.5 minutes on July 20, 2004. Combining the results for both pairs,

the pooled standard deviation was 1.9 h in ∆14C and 0.3 ppm in CO2, slightly

higher than or comparable to the established instrument precision in both ∆14C

and CO2. The agreement in these pairs implies that the amount of uncertainty

added in processing the samples was negligible.

5.3 CO2 Source Partitioning

5.3.1 Calculating Sources

CO2 sources from vegetation and fossil fuel emissions were calculated with

simple mass balances. For CO2, we take the measured value (Cmeas) to be a sum

of sources from vegetative exchange (Cveg) and fossil fuel combustion (Cff ) added

to background levels (Cbg): Cmeas = Cveg + Cff + Cbg. To approximate a mass

balance for 14C, we sum the product of the ∆14C signature (represented as ∆)

and the amount of CO2 from each source: Cmeas∆meas u Cveg∆veg + Cff∆ff +

Cbg∆bg.

Using the two mass balance equations, we solve for the two unknown

variables Cveg and Cff . Cmeas, ∆meas, Cbg and ∆bg were measured in the flask

samples and ∆ff and ∆veg are assigned according to assumptions about the ∆14C

signature of fossil fuels and of terrestrial respiration.

Since 14C is absent from fossil fuel carbon, ∆ff is -1000 h. This treatment

calculates only CO2 sources from fossil fuel combustion. Fuels derived from plant

material (biofuels) have an isotopic concentration that is similar to the modern
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atmosphere and to respired CO2. A significant source of CO2 from biofuel com-

bustion would increase the average ∆14C in all combustion-derived CO2. Presently,

this effect is very small; biofuels accounted for only 3 % of the total energy con-

sumption in the United States in 2004 (Energy Information Administration (EIA),

2007).

∆veg, the ∆14C level in CO2 respired by terrestrial vegetation, is not

well known and may be quite heterogeneous over different species and ecosystems.

In previous studies, ∆veg has been treated as a constant estimated with a mean

ecosystem residence time of approximately 10 years (Turnbull et al., 2006) or pre-

sumed to be equal to ∆bg because most of the ecosystem flux comes from a rapidly

overturning reservoir (Levin et al., 2003; Gamnitzer et al., 2006). As in Levin et al.

and Gamnitzer et al., we assume that respired CO2 has a ∆14C content that is

the same as the background air, ∆veg = ∆bg. This assumption allows the simple

aggregation of respiratory and photosynthetic activity of the local vegetation into

Cveg.

Combining the two mass balance equations, we solve for the two un-

knowns, Cveg and Cff :

Cff = Cmeas
∆bg −∆meas

∆bg + 1000
(5.1)

Cveg = Cmeas − Cbg − Cff (5.2)

In order to distinguish the sources of CO2 using Equations 5.1 and 5.2, we

must define background concentrations of CO2 and background levels of ∆14C us-

ing measured values. Accurate definition of background concentrations is essential

as any error in the background specification will be incorporated into the calcu-

lated CO2 sources. Here, we consider two possible definitions: the concentrations

measured at clean air stations or the concentrations measured in the high-altitude

ACME flasks sampled in the free troposphere.

Figure 5.2 shows CO2 and ∆14C measured in ACME flasks sampled above

5 km ASL and in flasks sampled at three clean air sampling stations during 2004.

Data shown are from the Scripps CO2 Program at La Jolla, California and Point
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Barrow, Alaska and by the National Oceanic and Atmospheric Administration’s

Global Monitoring Division (NOAA/GMD) at Niwot Ridge, Colorado (Conway

and Tans, 2004; Turnbull et al., 2007). Flasks from the Scripps CO2 Program

and NOAA/GMD were sampled in the afternoon; replicate measurements were

averaged in Figure 5.2.

High altitude measurements during ACME appear to be slightly higher

(∼3 h) in ∆14C than the values observed at the clean air stations over the same

time period. One sample exhibited exceptionally high ∆14C (May 20, 5.5 km ASL,

76.8 h). ∆14C in this sample was over 5 h higher than any other sample collected

during the ACME campaign. This sample may have been influenced by high-∆14C

air from the stratosphere. A similar excursion was observed at Niwot Ridge on

Jan 5, 2004. CO2 concentrations in upper air are similar to the clean air stations,

showing most coherence with concentrations observed at Niwot Ridge.

The high altitude and clean air station measurements both show short

term or synoptic scale variability which is likely to influence the expression of daily

surface sources. We use the high altitude measurements on each vertical profile to

define Cbg and ∆bg for that profile in order to account for the short term changes

in background air. The high altitude sample from May 20 that exhibited very high

∆14C is not used as the background for that profile; instead we use the sample

taken at the next highest altitude, 3.7 km ASL.

The uncertainty in background CO2 and ∆14C may be estimated by the

scatter in high altitude measurements over each section of the campaign. For May

the standard deviation is 1.5 h and 0.5 ppm, for July the standard deviation is

2.0 h and 2.3 ppm. If the enhancement of ∼3 h in the high altitude samples

compared to the clean air stations is not representative of the actual background

level of ∆14C in the airborne samples, calculated Cff will be ∼1 ppm too high and

the calculated Cveg will be ∼1 ppm too low. As the scatter in ∆14C of the high

altitude samples seems to overlap the scatter of the clean air observations, this

potential bias is incorporated into the background uncertainty.
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Figure 5.2: ∆14C and CO2 concentration in ACME flasks sampled above 5 km
ASL (solid diamonds) and in clean air flasks sampled at La Jolla, California (LJO,
circles), Point Barrow, Alaska (PTB, triangles) and Niwot Ridge, Colorado (NWR,
crosses) for 2004. LJO and PTB data from the Scripps CO2 Program and this
thesis; NWR CO2 data from Conway and Tans 2004 and NWR ∆14C data from
Turnbull et al. 2007.



185

Measurement uncertainty of ±1.7-2.4 h in ∆14C contributes ±0.6-0.8

ppm to the uncertainty in calculated CO2 sources. The assignment of ∆veg also

contributes uncertainty which scales with the influence of vegetation. When esti-

mated as the standard deviation between Cveg calculated by ∆veg = ∆bg or by ∆veg

= 150 h, the uncertainty from ∆veg may be as large as 2.6 ppm for the sample

with the greatest influence of respiration (53 ppm) but averages to 0.2 ppm in May

and 0.8 ppm in July. If ∆veg was actually higher than ∆bg, our calculations of Cveg

are too high and Cff is, correspondingly, too low.

Overall, the background definition and AMS measurement precision con-

tribute the most uncertainty to Cveg and Cff . We estimate total uncertainty in

Cveg and Cff for each flask as a quadrature sum between the uncertainty in the

background composition, the measurement uncertainty, and the average uncer-

tainty from ∆veg (Ellison et al., 2000). The total uncertainty in calculated CO2

sources averaged 0.9 ppm in May and 2.5 ppm in July.

5.3.2 Rural and Urban Patterns

Vertical profiles were conducted in the mornings around 7 a.m. in the rural

area near Kremmling and 10 a.m. in the urban location near Denver. Afternoon

profiles were sampled at approximately 2 p.m.

Profiles sampled in the morning in the rural area are shown in Figure

5.3. Figure 5.3a shows the profile sampled on May 20, 2004, 5.3b shows the profile

from July 22, 2004 and 5.3c shows the profile from July 26. In each plot, the left

panel shows measured CO2 concentration (flask data in black circles; in situ data

in gray circles). ∆14C (diamonds) is plotted in the center panel. The right panel

shows the amount of CO2 added (∆CO2) as Cveg (black bars) and Cff (hatched

bars).

The rural area near Kremmling exhibited very high CO2 concentration

near the surface in the morning, with enhancements as large as 55 ppm on July

22. At the same time, ∆14C showed very little change from the surface to higher
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Figure 5.3: Profiles sampled near 7 a.m. in the rural area on a. May 20, 2004, b.
July 22, 2004 and c. July 26, 2004. Measured CO2 concentration (flask data in
black circles; in situ data in gray circles), ∆14C (diamonds), and the amount of
CO2 added (∆CO2) as Cveg (black bars) and Cff (hatched bars). Altitude is given
in km ASL, where the ground level is at the base of the plot (2.27 km ASL).
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altitude. Calculated sources from ∆14C measurements reveal that the source of

this CO2 is almost entirely of biospheric origin. For air sampled closest to the

surface, CO2 derived from vegetation comprised 14.1 ± 1.1, 53.3 ± 3.6 and 12.3 ±

2.5 ppm (for a., b., and c., respectively) whereas only 1.2 ± 1.1, 1.6 ± 3.6 and 0.7 ±

2.5 ppm was attributed to fossil sources. CO2 from fossil sources was comparable

to uncertainty in each of these profiles. The sample collected at the lowest altitude

on July 26 was lost during laboratory processing, however the results from other

samples suggest that the 37 ppm elevation observed in CO2 concentration was

almost entirely from biogenic CO2.

The consistent observation of high concentrations of biosphere-derived

CO2 near the surface reflects the accumulated respiration of CO2 into a stable noc-

turnal boundary layer, part of the rectifier effect that enhances diurnal variation in

surface CO2 concentration (Keeling, 1958; Wofsy et al., 1988). In the mountainous

rural area sampled during the ACME campaign, the near-surface concentrations

were likely enhanced by surface drainage flows in surrounding mountain valleys

(Staebler and Fitzjarrald, 2004; Pypker et al., 2007). While the signature of night-

time respiration is expected to be the dominant influence on CO2 concentration in

vegetated rural areas in the morning, the ∆14C-calculated source attribution pro-

vide validation that fossil emissions added only a small contribution to the natural

surface level CO2 enrichment. This information is pertinent to the use of ACME

in situ CO2 measurements for model calculations of biospheric CO2 fluxes by lo-

cal montane ecosystems, one of the primary goals of the ACME field campaign.

By verifying the dominant source of CO2 by respiration in this area, the ∆14C

measurements provide confidence in modeled fluxes.

Figure 5.4 shows profiles sampled near 10 a.m. above the large urban

area of Denver, Colorado on a. May 20 and b. July 20. The data is presented in

a similar manner to Figure 5.3. There were more modest enhancements in CO2

near the surface in comparison to the rural profiles sampled earlier in the morning;

near-surface elevations in CO2 totaled 7.5 and 15.9 ppm on May 20 and July 20
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Figure 5.4: Profiles near 10 a.m. sampled in the urban area on a. May 20, 2004 and
b. July 20, 2004. Measured CO2 concentration (flask data in black circles; in situ
data in gray circles), ∆14C (diamonds), and the amount of CO2 added (∆CO2) as
Cveg (black bars) and Cff (hatched bars). Altitude is given in km ASL, where the
ground level is at the base of the plot (1.76 km ASL).
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respectively. Here, we observe a mixture of biospheric and industrial sources. On

May 20 (Figure 5.4a) there were roughly equal contributions to the elevated CO2

with 4.0 ± 1.0 ppm due to fossil fuel combustion and 3.5 ± 1.0 ppm to vegetation

in the sample taken at the lowest altitude. July 20 (Figure 5.4b) showed a larger

source of fossil fuel-derived CO2 (10.5 ± 2.4 ppm) than biotically-derived CO2 (5.4

± 2.4 ppm).

These samples demonstrate that, in the mornings, biogenic sources of

CO2 are substantial and comparable in magnitude to industrial sources in the

urban Denver region during the growing season. These observations reflect the

complexity of carbon cycling in urban regions where land conversion, urban vege-

tation and soils and anthropogenic emissions may all be important (Pataki et al.,

2006). Similar results were observed in Salt Lake City, Utah, using ground-based

measurements of δ13C and δ18O in CO2. There, up to 60 % of the nighttime

CO2 enhancement above background levels was attributed to biogenic respiration

(Pataki et al., 2003a).

Figures 5.6 and 5.5 show profiles sampled above the urban region in the

afternoon. These figures are presented in a similar manner as 5.3 and 5.4,with

the addition of a fourth panel. This panel shows the potential temperature (Θ)

measured during the sampling of the profile. Θ provides a measure of the vertical

extent of the turbulent planetary boundary layer. Within the boundary layer, Θ

is steady or decreases with height. The top of the planetary boundary layer is

indicated by the altitude where the potential temperature begins increasing with

height (Henne et al., 2004). Boundary layer height has been estimated to be 0.4

km AGL for May 14 (Figure 5.5a), 0.5 km AGL for July 26 (5.5b), 1.3 km AGL

for May 20 (5.6a) and 2.5 km AGL for July 20 (5.6b), shown as the gray horizontal

line in each plot.

Profiles sampled in shallow boundary layers of approximately 500 m depth

are shown in Figure 5.5. In 5.5a, the profile sampled on May 14 shows a steady

decrease in CO2 concentration while ∆14C steadily increases with height. Higher
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Figure 5.5: Profiles sampled near 2 p.m. in the urban area in a shallow boundary
layer on a. May 14, 2004 and b. July 26, 2004. Measured CO2 concentration (flask
data in black circles; in situ data in gray circles), ∆14C (diamonds), the amount
of CO2 added (∆CO2) as Cveg (black bars) and Cff (hatched bars), and potential
temperature (Θ). The gray horizontal line shows boundary layer height. Altitude
is given in km ASL, where the ground level is at the base of the plot (1.76 km
ASL).
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concentrations of CO2 appear to be mainly caused by fossil fuel emissions, yet a

small influence of vegetative exchange also appears to be present up to>1 km above

ground level. Above the top of the boundary layer, Cveg is negative, indicating that

this air experienced net photosynthetic uptake of CO2, whereas Cveg is positive

within the boundary layer, indicating a net source of biospheric CO2 near the

surface. In the lowest sample, collected within the boundary layer, Cff was 13.3

± 0.8 ppm and Cveg was 1.3 ± 0.8 ppm.

The profile sampled on July 26 (Figure 5.5b) also shows a dominant influ-

ence from fossil fuel emissions with smaller biospheric influences, yet the character

of the profile is very different than that observed on May 14. Here, the CO2 con-

centration increases by ∼10 ppm from near-surface concentration to a maximum

around 250 m, then decreases to a minimum at 1-1.5 km above ground level. The

∆14C profile shows features that are opposite to CO2, indicating that fossil fuel

emissions are the main source of CO2 in the sampled air. Cff is quite large in

these samples, up to 23 ± 2.4 ppm for the sample collected 250 m AGL. Cveg is

negative in all samples, ranging from -1.5 to -4.6 ± 2.4 ppm.

Afternoon profiles sampled during conditions where the boundary layer

was deeper (1.3-2.5 km AGL) show much smaller variability in CO2 and ∆14C and

much smaller amounts of Cff and Cveg. On May 20 (Figure 5.6a) ∆14C was lowest

at mid-levels of 1-1.5 km AGL and CO2 concentration showed a small decrease in

the sample collected nearest the surface. On July 20 (Figure 5.6b) the lowest ∆14C

was observed near the surface together with a slight elevation CO2 concentration.

Lower variability in CO2 concentration is expected as a deeper boundary

layer allows more mixing and the surface sources of CO2 are diluted with a larger

volume of air (Wofsy et al., 1988). Our ∆14C measurements indicate that compen-

sation of fossil fuel emissions and biospheric CO2 uptake additionally contribute

to the uniformity of CO2 concentration in these profiles.

On May 20, Cveg is consistently -3.6 ± 0.9 ppm and Cff is between 2.5

to 4.2 ± 0.9 ppm for the 3 samples collected within the boundary layer. The
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Figure 5.6: Profiles sampled near 2 p.m. in the urban area in a deep boundary
layer on a. May 20, 2004 and b. July 20, 2004. Measured CO2 concentration (flask
data in black circles; in situ data in gray circles), ∆14C (diamonds), the amount
of CO2 added (∆CO2) as Cveg (black bars) and Cff (hatched bars), and potential
temperature (Θ). The gray horizontal line shows boundary layer height. Altitude
is given in km ASL, where the ground level is at the base of the plot (1.76 km
ASL).



193

expression of biospheric uptake of CO2 is robust, as background ∆14C would have

to be >5 h lower than the upper air to eliminate the necessity of compensating

fluxes in Equations 5.1 and 5.2.

Low altitude samples collected on July 20 show Cff of 4.4 ± 2.4 ppm and

3.2 ± 2.4 ppm. As ∆14C decreases toward the surface, Cff is slightly larger than

the difference Cmeas-Cbg. Biospheric uptake in these samples is small, -0.8 ± 2.4

ppm and -1.1 ± 2.4 ppm, and within uncertainty.

The profiles sampled in the afternoon demonstrate that ∆14C measure-

ments provide unique insight into the vertical propagation and mixing of surface

fluxes of CO2. Measurement of ∆14C greatly augments observations of CO2 con-

centration as the components Cveg and Cff can be characterized, not only at the

surface but further into the troposphere. Similar collection of airborne CO2 sam-

ples for ∆14C measurements could be employed in future studies to test models

of CO2 exchange and atmospheric transport, providing valuable measures of the

uncertainty and potential bias in modeled vertical mixing (Stephens et al., 2007).

5.3.3 δ13C source signatures

Measurement of δ13C was conducted on a subset of 34 CO2 samples. We

calculated the average δ13C of source CO2 using a Keeling Plot regression technique

(Keeling, 1958) to compare to the CO2 sources characterized from the 14C analysis.

Geometric mean regressions between δ13C and 1/CO2 were performed for each

profile with 2 or more δ13C observations. The intercept of the linear regression

indicates the average δ13C in CO2 added from surface sources.

Respired CO2 ranges from approximately 11.2 to 25.5 h in δ13C depend-

ing on the dominant photosynthetic pathway in the local vegetation (Bender, 1971;

Pataki et al., 2003b). The δ13C signature of carbon stored in fossil reservoirs varies

by fuel type, but is generally more depleted than the carbon respired from vege-

tation (Blasing et al., 2004b). Therefore, fossil-derived CO2 tends to decrease the

average δ13C of added CO2 as compared with a source dominated by respiration
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(Pataki et al., 2003a).

Keeling Plot regressions for samples in rural areas indicate source sig-

natures in δ13C of -23.4, -24.4 and -22.7 h on May 20, July 22 and July 26,

respectively. Only 2 stable isotope measurements were conducted on these rural

profiles so we cannot characterize the regression error. However, the calculated

δ13C sources are consistent with a mixed respiration source from both C3 and C4

type photosynthetic plants, dominated by C3. These δ13C source signatures are

similar to or slightly more enriched in 13C than observations from the Niwot Ridge

Ameriflux tower (Pypker et al., 2007). Similar and slightly lower δ13C source sig-

natures were also observed by separate δ13C measurements conducted on flasks

sampled in different rural locations during ACME (C.-T. Lai, private communica-

tion).

The urban morning profile on July 20 included 5 δ13C measurements

and exhibited a source signature of -29.3 ± 1.6 h. The sample collected at the

lowest altitude was found to contain 16 ppm of added CO2, of which 65 % was

fossil-derived and 35 % was biogenic. As expected, the urban δ13C source signa-

ture is lower in comparison to the rural δ13C source because of the presence of

industrially-derived CO2 with depleted δ13C. Similarly, the two urban afternoon

profiles sampled in shallow boundary layers also showed average source δ13C that

was relatively depleted: -31.3 (only 2 samples analyzed) and -25.7 ± 0.2 h for

May 14 and July 26, respectively.

5.4 Correlation of Cff with CO

Measurements of the concentration of CO, another product of fossil fuel

combustion, are often used to estimate fossil-produced CO2 (Bakwin et al., 1998;

Gerbig et al., 2003; Turnbull et al., 2006; Gamnitzer et al., 2006; Levin and

Karstens, 2007). To calculate Cff , an emission ratio factor (Rff ) must be multi-
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plied by the excess CO concentration above background levels:

Cff = Rff (COmeas − CObg) (5.3)

Relative production of CO compared to CO2 greatly depends on the type

of fuel and the type of combustion. For the same amount of CO2 production,

CO emissions from automobiles are roughly 300 times larger than emissions from

stationary sources using solid, liquid or gaseous fuels (Environmental Protection

Agency (EPA), 2006). Therefore, an accurate estimate of the type of oxidation

and the resulting CO2:CO emission ratio is essential for the use of CO to determine

fossil fuel-derived CO2.

Here, we examine the correlation between Cff calculated with ∆14C and

CO concentration measured in situ. By determining the slope of CO vs Cff , we

estimate the emission ratio for several profiles and compare it to prior observa-

tions and inventory values. Direct observation of Rff can validate or discredit

emission inventory values, reveal seasonal or spatial trends in fuel use and assess

the reliability of Cff estimated by Equation 5.3 by characterizing the variability

of Rff .

To compare in situ data with flask samples, we averaged the in situ CO

concentration over the ∼ 30 second period during which a flask was sampled.

A similar estimate of in situ-averaged CO2 concentration using a pressure- and

temperature-controlled Licor CO2 analyzer compared reasonably well with CO2

measured in the flasks, exhibiting a pooled standard deviation of 0.7 ppm. The

Licor system was under development during the campaign but is estimated to

have precision of ± 0.3 ppm and an accuracy of ± 0.3 ppm, based on in-flight

intercomparisons over 3 years.

Ratios of Cff :CO were calculated by performing geometric mean regres-

sions. There were 5 vertical profiles which had least 3 measurements of both Cff

and CO and spanned a range of 30 ppb or more in CO. Cff and CO pairs and

regressions are shown in Figure 5.7 for the 5 vertical profiles. Table 5.1 lists the

time and location of the sampled profile, the Rff ratio in ppm CO2: ppm CO
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Figure 5.7: Cff versus mean CO concentration measured in situ during the ∼ 30
second period during which the corresponding flask was sampled. Cff and CO
pairs are shown for 5 vertical profiles: May 20, 2004, 7 am (brown), May 20, 2004,
2 pm (green), May 28, 2004, 2 pm (purple), July 20, 2004, 10 am (black) and July
26, 2004, 7 am (blue). The lines resulting from geometric mean regressions on the
Cff and CO pairs are shown in corresponding colors.

with the regression uncertainty and the reciprocal CO:Cff , including a factor of

103 (equivalent to ppb CO:ppm CO2). Table 5.1 also summarizes ratios observed

in previous studies and reported in emissions inventories.

Rff observed in the airborne samples ranges from 37 to 67. Observed

ratios were highly consistent on May 20 (56 ± 31 and 56 ± 6) and between July

20 and 26 (67 ± 11 and 66 ± 18), while Rff for May 28 was much lower (37 ± 11).

These observations broadly agree within their regression uncertainties

though the values span nearly a factor of two. Observed Cff :CO ratios overlap

with the US inventory average for 2004, 43 (Environmental Protection Agency

(EPA), 2006), yet 4 of 5 observations were higher than 43. The inventory estimate

for Colorado for 2001, 31 (Blasing et al., 2004a), is lower than all observed ratios
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Table 5.1: Emission ratios from observations and inventories for several locations in
the US, including observations from ACME. Ratios are given in units of ppm:ppm.

Date Location Cff :CO CO:Cff (x103) Reference

May 20, 7 am Kremmling, CO 56 ± 31 18 ± 10 This study
May 20, 2 pm Denver, CO 56 ± 6 18 ± 2 This study
May 28, 2 pm Denver, CO 37 ± 11 27 ± 8 This study
July 20, 10 am Denver, CO 67 ± 11 15 ± 2 This study
July 26, 2 pm Denver, CO 66 ± 18 15 ± 4 This study

Avg 94-96, May Harvard Forest, MA 45 ± 3 22 ± 2 Potosnak, 1999
Avg 94-96, July Harvard Forest, MA 34 ± 6 29 ± 5 Potosnak, 1999
Jan. 20, 2004 Niwot Ridge, CO 147 ± 48 7 ± 2 Turnbull, 2006
March 2, 2004 Niwot Ridge, CO 85 ± 40 12 ± 6 Turnbull, 2006
August 2000 North American Survey 30 ± 9 33 ± 10 Gerbig, 2003

2004 average
EPA inventory,

43 23 EPA, 2006
US average

2001 average
Dept. of Energy inventory,

31 32 Blasing, 2004
Colorado average

and lower than the US inventory average.

While 5 discrete observations provide limited scope for inference, the

∆14C measurements suggest that actual Cff :CO in these sampling locations is

higher than the inventory estimates. The inventories may have errors in the relative

fraction of different fuel types or combustion methods used in Colorado, or the

combustion sources may be too heterogeneous to be represented by a state-wide or

nation-wide average. The underestimation of inventory Cff :CO ratios in Colorado

has been suggested previously by Turnbull et al. (2007) in a study that observed

very large values of Rff . Studies utilizing inventory estimates of Cff :CO together

with CO measurements to estimate Cff could overestimate Cff and resultingly

overestimate biospheric uptake of CO2.

Cff :CO emitted depends on the type of fuel and type of combustion.

Most CO is produced in mobile combustion, resulting in lower Cff :CO in areas

where automobiles contribute more to Cff . CO is also emitted in biomass burning

and is created and removed via photochemical reactions involving the hydroxyl

radical, ◦OH. In simply calculating the slope between CO and Cff , we did not
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account for either of these processes in the reported Cff :CO ratios in Table 5.1.

These effects should be small as we did not appear to sample air that was influenced

by forest fires and photochemical production and consumption occurs on longer

timescales than the daily variation of boundary layer depth that dilutes surface

emissions. To ensure that photochemical effects were not significant, we computed

the influence of ◦OH photochemistry on CO concentrations at locations where

flasks were sampled in July, as in Campbell et al. (2007). Results indicate the

photochemical effect on CO in these samples was consistently small and negative,

averaging -3 ± 3 ppb. Photochemical effects of this magnitude are negligible.

The observed ratios increase slightly in July compared to May, with the

average value shifting from 50 to 67. This change is opposite to that observed

in Harvard Forest over 1994-1996, where the average ratios decreased from 45 in

May to 34 in July (Potosnak et al., 1999). Differences in the seasonal change in

Cff :CO between these two areas may be due to differing local pollution sources,

photochemical effects in Harvard Forest or unrepresentative sampling.

Two observations of Cff :CO in ground-based flask samples at Niwot

Ridge, Colorado in winter 2004 showed much higher ratios, 147 ± 48 and 85 ±

40 (Turnbull et al., 2006). These ratios were calculated from single observations

with estimates of background concentration and have substantial uncertainties.

Still, the large discrepancy between the airborne ratios observed in this study and

those observed by Turnbull et al. earlier in the year could reflect the difference in

combustion and fuel type between winter and summer in Colorado, perhaps due

to changes in the relative proportion of transportation to total emissions.

Observations and inventories of Cff :CO in Europe are generally higher

than the U.S. Using ∆14C, average measured ratios were 114 ± 40 in 1994-96

in Kollumerwaard, Netherlands (Meijer et al., 1996) and 91 ± 9 in 2002-03 in

Heidelberg, Germany, similar to the inventory value of 98±2 for the Heidelberg

region (Gamnitzer et al., 2006). Regressions between continuous CO2 and CO

measurements in Paris indicated an average ratio of 91 ± 58 (Braud et al., 2004).
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Higher European Cff :CO ratios reflect the smaller proportion of CO2 emissions

contributed by automobiles and the greater prevalence of diesel combustion en-

gines.

The Cff :CO ratios summarized in Table 5.1 span a factor of 4 for several

dates and locations within the U.S., demonstrating that the use of CO to trace

Cff is highly uncertain when the Cff :CO ratio is not known accurately. While 14C

measurements carry more limitations than CO, a useful application would combine

in situ CO measurements with regular observation of ∆14C to characterize local

Rff (Gamnitzer et al., 2006). In this way, Cff estimates based on CO could be

“calibrated” by ∆14C to account for temporal or spatial variability in emission

sources.

5.5 Summary

Observation of ∆14C in CO2 in vertical profiles of the lower troposphere

revealed patterns of CO2 sources in urban and rural locations that were influenced

by vertical mixing. Early morning samples collected in rural Colorado exhibited

large enhancements in CO2 concentration near the surface that were characterized

by ∆14C to be almost entirely biospheric in origin. Samples collected in urban

areas showed varying mixtures of Cveg and Cff .

Uncertainty in Cveg and Cff by ∆14C is limited mainly by measurement

precision and by the uncertainty in characterizing background levels of CO2 and

∆14C. Variability in CO2 source components of 0.8 ppm can presently be detected

with ∆14C measurement uncertainty of 1.7 h when background levels of ∆14C

and CO2 concentration are known to ±1.5 h and ±0.5 ppm.

Airborne ∆14C measurements have great potential to contribute to fu-

ture studies of CO2 dynamics. Together with atmospheric transport modeling,

∆14C could be applied to augment investigation of biospheric exchange rates, ver-

tical mixing of surface fluxes and observation-based estimation of industrial CO2
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Chapter 6:

Conclusions

This thesis has made progress in advancing measurement precision of

∆14C in CO2, it has produced multi-year time series of ∆14C in background air at

7 global stations, and it has demonstrated the use of ∆14C for separating biospheric

and industrial additions of CO2 in regional studies.

Analytical methods were developed specifically to measure ∆14C in CO2

samples from the Scripps CO2 Program at the Center for Accelerator Mass Spec-

trometry of Lawrence Livermore National Laboratory. Through the introduction of

new reference materials, improvements were made in sample handling, AMS anal-

ysis procedures and data processing. The new techniques exhibit reproducibility

of 1.7 h, which is at the forefront of AMS measurement precision for ∆14C in

CO2. The improved analytical methods enable the detection of small gradients of

atmospheric ∆14C, expanding the potential for ∆14C observations to contribute to

carbon cycle studies at global and regional scales.

One such application was demonstrated by the measurement of ∆14C

in CO2 collected by aircraft in vertical profiles above urban and rural areas of

Colorado. The observed ∆14C was used with measurements of CO2 concentration

to separate local CO2 additions from biospheric or fossil fuel sources with 0.8

ppm uncertainty. CO2 sources were found to vary with altitude depending on the

boundary layer depth, indicating that airborne ∆14C measurements could be used
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to investigate vertical mixing of surface exchanges as well as estimating biospheric

fluxes and fossil fuel CO2 emissions.

High precision measurements of ∆14C in CO2 at 7 background stations

produced monthly time series of 2-15 years. Records at La Jolla from 1992 through

2006 revealed significant year-to-year variability in the seasonal cycle and in the

trend of ∆14C, suggesting atmospheric ∆14C may be sensitive to climatic influences

on fluxes of 14C and CO2. Anomalies in ∆14C observed at La Jolla in 1998-

2000 may have been caused by changes in North Pacific oceanic ventilation or by

fluctuations in stratosphere-troposphere exchange. The latitudinal profile of ∆14C

averaged over 2005-06 showed that the Northern Hemisphere is approximately 6

h more depleted than the Southern Hemisphere. This profile is substantially

different from 1987-89, when the Northern Hemisphere was similar to or slightly

higher than the Southern Hemisphere (Levin et al., 1992; Meijer et al., 2006). The

change in atmospheric gradients of ∆14C is only partly explained by increases in

fossil fuel emissions, suggesting that further investigation and observation of the

latitudinal gradient of ∆14C will provide insights on evolving regional 14C fluxes.

The observations of atmospheric ∆14C in the Scripps network form a

rich dataset that has only begun to be examined in this thesis. By utilizing the

progress achieved here, sustained measurements of ∆14C in CO2 collected by the

Scripps CO2 Program and analyzed at Lawrence Livermore National Laboratory

can provide precise, regular and extensive records of global variability in ∆14C.

The new 14C measurement activities developed in this thesis can augment existing

programs of the Scripps CO2 Program and Atmospheric Oxygen Research Group

and may lead to new discoveries about the global carbon cycle.



Appendix A:

MATLAB Scripts for Data

Processing
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A.1 Normalization

function [Names NNumbers avgRtoStd CntErr StdErr]=...

bracketingNorm(filename,stdtype,flagcyl)

% bracketingNorm.m

% function to normalize raw 14C/13C data from CAMS, LLNL

% Heather Graven, 11/14/2007

% Input data is "clean" file generated by Fudger software at

% CAMS and type of standard desired to use for normalization -

% ’OXI’, ’Cyl-1’ or ’Cyl-2’

% A list of Cyl-1 and Cyl-2 targets that have been flagged is also

% used to ensure the flagged targets are not used in

% normalization

% Output is normalized ratio, counting and standard error in

% norm ratio

% Open text file

fid = fopen(filename, ’r’);

% Read header line

HeaderText = textscan(fid, ’%s’, 23, ’delimiter’, ’\t’);

InputText=textscan(fid, ...

’%n %n %s %s %n %n %n %n %n %n %n %n %n %n %n %n %n ...

%n %s %n %s %s %n’,...

’delimiter’, ’\t’); % Read data block

fclose(fid);

clear fid

% assign relevant data to variables

Firing=InputText{1};

Loc=InputText{2};

SampleName=InputText{3};

Ident=InputText{4};

Gated=InputText{5};

Ratio=InputText{7};

Kind=InputText{21};

clear InputText HeaderText

% Check if cylinder targets have been flagged

Flag=zeros(length(Loc),1);

for r=1:length(flagcyl)

for s=1:length(Loc)

if strcmp(flagcyl(r),SampleName(s))==1

Flag(s)=1;
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end

end

end

% Perform bracketing normalization

for i = min(Loc):max(Loc) % for each target

% find all indices for the target at Loc i

allfired = find(Loc==i);

repts(i)=length(allfired);

totalgate=0;

if length(find(Loc==i))>0

Names(i,:)=SampleName(min(allfired),:);

NNumbers(i,:)=Ident(min(allfired),:);

end

if strcmp(stdtype,’OXI’)==1

%find all indices of OXI targets

if length(find(strcmp(Kind, ’U’)==0 & Loc~=i))>0

allstds=find(strcmp(Kind, ’U’)==0 & Loc~=i);

else

disp(’No OXI standards available’);

return

end

elseif strcmp(stdtype,’Cyl-1’)==1

% find all indices of Cyl-1 targets

if length(find((strncmp(SampleName,’326’,3)==1 ...

& Loc~=i) & Flag~=1))>0

allstds=find((strncmp(SampleName,’326’,3)==1 ...

& Loc~=i) & Flag~=1);

else

disp(’No Cyl-1 standards available’);

continue

end

elseif strcmp(stdtype,’Cyl-2’)==1

% find all indices of Cyl-2 targets

if length(find((strncmp(SampleName,’55280’,5)==1 ...

& Loc~=i) & Flag~=1))>0

allstds=find((strncmp(SampleName,’55280’,5)==1 ...

& Loc~=i) & Flag~=1);

else

disp(’No Cyl-2 standards available’);

continue

end

else
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disp(’Type of standard is not specified correctly’);

return

end

% calculate number of standard targets

stdlocs=length(find(diff(sort(Loc(allstds)))~=0))+1;

for j=1:length(allfired) % for each firing of target i

target=(allfired(j)); % index of firing number j

% compare indices of (target i, firing j) to

% indices of stds

compstd=allstds-target;

% find std fired right after firing j of target i

if length(min(find(compstd>0)))>0

% index of allstds of of first OX1 after target

middle=min(find(compstd>0));

else

% if there are no stds after firing j of target i,

% then compare to last std index

middle=length(compstd);

end

% for an even number of standard targets

if rem(stdlocs,2)==0

refOX=middle-stdlocs/2:1:middle+stdlocs/2-1;

else

%for an odd number of standard targets

if middle>1

if abs(compstd(middle))<abs(compstd(middle-1))

refOX=middle-(stdlocs-1)/2:1:middle+...

(stdlocs-1)/2;

else

refOX=middle-(stdlocs+1)/2:1:middle+...

(stdlocs-3)/2;

end

else

refOX=middle-(stdlocs+1)/2:1:middle+(stdlocs-3)/2;

end

end

if length(find(refOX<=0))>0

refOX=1:stdlocs;

elseif length(find(refOX>length(compstd)))>0
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refOX=length(compstd)-stdlocs+1:length(compstd);

end

% check that length(refOX) and number of standard

% targets are the same

if length(refOX)~=stdlocs

disp(’Wrong number of standard targets used’);

return

end

mid(i,j)=middle;

midtdiff(i,j)=allstds(middle)-target;

clear middle

ratioOX=Ratio(allstds(refOX));

avgOX(i,j)=mean(ratioOX(:));

stdOX(i,j)=std(ratioOX);

rawRatio(i,j)=Ratio(target);

% calculate normalized ratio

normRatio(i,j)=Ratio(target)/avgOX(i,j);

% counting error on raw ratio

deltah(i,j)=Ratio(target)/sqrt(Gated(target));

% calculate 2 types of error on ratios used for

% normalization

deltastdratio1(i,j)=sqrt(var(ratioOX)/length(ratioOX));

deltastdratio2(i,j)=sqrt(sum((Ratio(allstds(refOX))./...

sqrt(Gated(allstds(refOX)))).^2))/length(ratioOX);

% use greater of 2 types of error to calculate error

% on normed ratio

if deltastdratio1(i,j) > deltastdratio2(i,j)

deltanorm(i,j)=normRatio(i,j)*...

sqrt((deltah(i,j)/rawRatio(i,j))^2+...

(deltastdratio1(i,j)/avgOX(i,j))^2);

which(i,j)=1;

else

deltanorm(i,j)=normRatio(i,j)*...

sqrt((deltah(i,j)/rawRatio(i,j))^2+...

(deltastdratio2(i,j)/avgOX(i,j))^2);
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which(i,j)=2;

end

clear ratioOX compstd sorted refOX

end

clear allstds

end

% Now calculate mean ratio, counting and standard error

for i = min(Loc):max(Loc) % for each target

sputs=find(normRatio(i,:)>0);

% weighted average over all sputtering periods

avgRtoStd(i)=sum(normRatio(i,sputs)./...

(deltanorm(i,sputs)).^2)/sum(1./deltanorm(i,sputs).^2);

% counting error combined over all sputtering periods

CntErr(i)=sqrt(1/sum(1./deltanorm(i,sputs).^2));

% standard error between all sputtering periods

StdErr(i)=sqrt(sum((normRatio(i,sputs)-avgRtoStd(i)).^2)/...

(length(sputs)*(length(sputs)-1)));

clear sputs

end

avgRtoStd=avgRtoStd’;

CntErr=CntErr’;

StdErr=StdErr’;
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A.2 Calculation of ∆14C

function [D14C IntErr]=...

CalcDeltafromCyl1Norm(avgRtoStd, CntErr, StdErr, d13C, ys)

% CalcDeltafromCyl1Norm.m

% function to calculate D14C from normalized 14C/13C ratios

% Heather Graven, 11/14/2007

% Input data is normalized ratio, counting and standard error in

% norm ratio, d13C, sampling date and analysis date in units of

% years

% Output is D14C and internal error

% calculate Fraction Modern, incorporating fractionation correction

% coefficient is 1.0589 for Cyl-1

% coefficient is 1.0080 for Cyl-2

% coefficient is 1.0200 for OXI

FM=1.0589./(1+d13C/1000).*((avgRtoStd-.0015)/(1-.0015));

% calculate D14C, correcting for age

D14C= (FM.*exp((1950-ys)/8267)-1)*1000;

% calculate internal error, using larger of counting

% or standard error

IntErr=1000*FM.*sqrt((max(CntErr,StdErr)./avgRtoStd).^2+...

(.0005*(avgRtoStd-1)./(avgRtoStd-.0015)/(1-.0015)).^2);



Appendix B:

∆14CO2 Data from 7 Scripps

Stations

B.1 Observations of ∆14C

The following tables list ∆14C in CO2 samples collected by the Scripps

CO2 Program and measured at Lawrence Livermore National Laboratory. Mea-

surements were conducted at 7 clean air sites: La Jolla, California, Point Barrow,

Alaska, Kumukahi and Mauna Loa, Hawaii, Cape Matatula, Samoa and Palmer

Station and South Pole, Antarctica. The CO2 concentration listed is specific to

the flask sample used for ∆14C analysis; δ13C is an average of all measurements

with the same sample date. Starred δ13C values are estimates of δ13C, based on

the average of neighboring samples, when measurements of δ13C in concurrently

sampled CO2 was not available. CO2 concentrations were measured on the ‘03A’

Calibration Scale. δ13C values are relative to the international PDB standard and

include the addition of a -0.112 h offset for consistency with earlier measurements

at the Center for Isotope Research, University of Groningen. The date of ∆14C
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analysis by accelerator mass spectrometry at LLNL is listed as AMS Date. Proce-

dures for calculating ∆14C and total measurement uncertainty, σTot, are described

in Sections 2.15 and 2.16. Flagged samples have been removed.

B.1.1 Measurements from La Jolla

Table B.1: Measurements from La Jolla

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

K92-418 07/01/1992 355.26 -7.815 06/05/2005 135.2 1.7

K92-487 07/23/1992 351.32 -7.605 05/05/2006a 131.5 1.7

K92-496 08/03/1992 352.30 -7.671 06/05/2005 133.9 1.7

K92-840 09/09/1992 348.50 -7.514 06/05/2005 137.8 1.7

K93-004 10/02/1992 351.63 -7.667 06/05/2005 135.4 1.7

K93-023 10/29/1992 354.64 -7.780 06/05/2005 132.7 1.7

K93-059 12/11/1992 358.77 -8.046 06/05/2005 128.9 1.7

K93-081 12/18/1992 358.63 -8.003 05/23/2006b 132.3 1.7

K93-141 01/11/1993 359.77 -8.058 06/05/2005 129.5 1.7

K93-149 02/09/1993 359.35 -8.039 06/05/2005 132.9 1.7

K93-208 02/24/1993 359.87 -8.065 05/23/2006b 127.7 1.7

K93-237 03/03/1993 360.55 -8.087 06/05/2005 130.1 1.7

K93-245 04/12/1993 360.62 -8.027 06/05/2005 125.3 1.7

K93-356 05/18/1993 362.38 -8.106 06/05/2005 127.9 1.7

K93-431 06/21/1993 359.57 -7.952 06/05/2005 127.5 1.7

K93-502 07/01/1993 357.21 -7.862 05/05/2006a 120.5 1.7

K93-612a 08/12/1993 351.52 -7.569 10/28/2006 123.4 1.7

K93-612b 08/12/1993 351.52 -7.569 10/29/2006 124.8 1.7

K93-979 11/11/1993 356.12 -7.810 03/31/2007 125.0 1.7

K94-107 11/30/1993 357.90 -7.917 05/23/2006a 121.4 1.7

K94-253a 12/15/1993 359.95 -8.018 03/15/2007 119.6 1.7

K94-298 02/08/1994 360.60 -8.034 05/21/2006b 116.1 1.7

K94-355 03/11/1994 360.92 -8.024 03/18/2007 119.7 1.7

K94-402 04/04/1994 362.60 -8.174 05/05/2006a 111.8 1.7

K94-675 05/17/1994 363.82 -8.222 05/05/2006a 115.2 1.7

K94-729 06/22/1994 359.71 -7.987 05/05/2006a 115.1 1.7

Continued on next page
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Table B.1 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

K94-951 08/24/1994 352.86 -7.627 06/05/2005 118.7 1.7

K94-952 08/24/1994 352.42 -7.627 05/05/2006a 114.9 1.7

K95-006 11/02/1994 358.47 -7.890 05/05/2006b 118.7 1.7

K95-018 11/18/1994 360.74 -8.014 06/05/2005 118.9 1.7

K95-179 01/03/1995 361.42 -8.066 06/05/2005 119.5 1.7

K95-581 02/08/1995 362.75 -8.150 06/05/2005 117.0 1.7

K95-587 02/15/1995 362.56 -8.186 05/05/2006b 110.3 1.7

K95-724 03/13/1995 363.56 -8.181 06/05/2005 113.6 1.7

K95-755 04/07/1995 363.60 -8.141 06/05/2005 109.2 1.7

K95-846 05/15/1995 365.55 -8.247 06/05/2005 114.6 1.7

K95-850 06/08/1995 363.96 -8.275 12/28/2003 111.3 2.2

K95-851 06/08/1995 363.96 -8.275 02/12/2004 109.7 2.2

K95-852 06/08/1995 363.96 -8.275 06/05/2005 114.0 1.7

K95-A48 07/03/1995 360.77 -7.966 12/28/2003 111.3 2.2

K95-A49 07/03/1995 360.76 -7.966 02/12/2004 113.1 2.1

K95-C86 08/21/1995 353.10 -7.578 12/28/2003 109.1 2.2

K95-C87 08/21/1995 352.92 -7.578 02/12/2004 110.4 2.1

K95-C89 08/21/1995 353.17 -7.578 05/07/2006a 107.9 1.7

K95-E07 09/26/1995 357.84 -7.809 12/28/2003 105.5 2.2

K95-E08 09/26/1995 357.97 -7.809 02/12/2004 108.5 2.1

K96-022 10/16/1995 358.39 -7.790 12/28/2003 111.4 2.2

K96-023 10/16/1995 358.38 -7.790 02/12/2004 108.1 2.2

K96-034 11/10/1995 360.51 -7.939 12/28/2003 108.7 2.1

K96-035 11/10/1995 360.49 -7.939 02/12/2004 108.7 2.1

K96-131 01/22/1996 364.60 -8.153 02/13/2004 107.3 2.0

K96-132 01/22/1996 364.60 -8.153 02/13/2004 105.4 2.1

K96-149a 02/02/1996 365.19 -8.154 05/23/2006b 112.8 1.7

K96-149b 02/02/1996 365.19 -8.154 05/23/2006b 116.1 1.7

K96-185 02/22/1996 365.90 -8.224 02/13/2004 104.4 2.1

K96-186 02/22/1996 365.93 -8.224 02/13/2004 104.7 2.0

K96-187 02/22/1996 365.82 -8.224 05/05/2006a 104.1 1.7

K96-296 03/11/1996 365.01 -8.171 02/13/2004 108.3 2.0

K96-297 03/11/1996 365.15 -8.171 02/13/2004 105.1 2.0

K96-321 04/01/1996 366.04 -8.217 05/07/2006a 103.0 1.7

K96-377 04/16/1996 366.36 -8.222 02/13/2004 105.7 2.0

Continued on next page
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Table B.1 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

K96-378 04/16/1996 366.43 -8.222 02/13/2004 102.9 2.0

K96-450 05/03/1996 367.55 -8.204 02/13/2004 102.7 2.0

K96-451 05/03/1996 367.61 -8.204 02/13/2004 106.6 2.0

K96-518 06/26/1996 362.92 -8.027 02/13/2004 104.6 2.1

K96-519 06/26/1996 362.90 -8.027 02/13/2004 104.8 2.1

K96-711 08/05/1996 358.44 -7.775 05/07/2006a 104.0 1.7

K96-837 09/04/1996 356.07 -7.680 05/23/2006a 105.4 1.7

K96-921 10/25/1996 361.39 -7.942 03/31/2007 108.1 1.7

K96-938 11/27/1996 364.12 -8.075 05/07/2006b 103.9 1.7

K97-150 02/17/1997 365.91 -8.161 05/07/2006b 97.2 1.7

K97-151 02/17/1997 365.83 -8.161 05/23/2006a 101.4 1.7

K97-213 04/22/1997 367.76 -8.170 03/18/2007 100.2 1.7

K97-375 06/23/1997 364.64 -8.053 05/07/2006b 99.3 1.7

K97-381 06/30/1997 363.79 -8.022 05/23/2006b 103.4 1.7

K97-465 07/18/1997 359.28 -7.752 05/07/2006b 96.5 1.7

K97-569 08/10/1997 357.21 -7.634 04/01/2007 102.5 1.7

K97-660a 10/10/1997 360.25 -7.792 10/26/2006 101.7 1.7

K97-660b 10/10/1997 360.25 -7.792 10/28/2006 101.3 1.7

A98-005 01/10/1998 365.93 -8.092 05/07/2006b 99.8 1.7

A98-011 01/13/1998 367.54 -8.180 05/21/2006b 100.3 1.7

K98-102a 02/13/1998 367.31 -8.150 09/08/2006 99.0 1.7

K98-102b 02/13/1998 367.31 -8.150 09/09/2006 97.4 1.7

A98-183 04/23/1998 370.02 -8.297 07/23/2006 96.6 1.7

A98-197 05/22/1998 370.50 -8.312 05/08/2006b 92.5 1.7

A98-198 05/22/1998 370.61 -8.312 05/23/2006a 93.3 1.7

A98-272 06/29/1998 363.94 -7.958 02/12/2004 96.8 2.1

A98-472 07/29/1998 363.35 -7.884 02/12/2004 99.5 2.1

A98-473 07/29/1998 363.46 -7.884 02/12/2004 99.1 2.1

A98-474 07/29/1998 363.34 -7.884 07/22/2006 95.1 1.7

A98-480 08/25/1998 360.40 -7.759 02/12/2004 97.0 2.5

A98-481 08/25/1998 360.41 -7.759 02/12/2004 98.9 2.2

A99-040 10/29/1998 366.98 -8.094 02/12/2004 97.3 2.1

K99-029 10/29/1998 367.05 -8.094 02/12/2004 98.1 2.0

A99-046 12/14/1998 370.08 -8.264 02/12/2004 98.2 2.0

K99-035 12/14/1998 370.12 -8.264 02/12/2004 95.3 2.4

Continued on next page
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Table B.1 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

A99-130 01/26/1999 370.12 -8.268 02/12/2004 92.4 2.0

K99-044 01/26/1999 370.12 -8.268 02/12/2004 90.6 2.1

A99-243 04/12/1999 372.81 -8.353 05/07/2006b 92.1 1.7

A99-511 07/21/1999 362.92 -7.842 07/23/2006 91.8 1.7

A99-512 07/21/1999 363.03 -7.842 05/08/2006b 93.8 1.7

A99-551 08/10/1999 364.58 -7.881 07/23/2006 90.9 1.7

A99-552 08/10/1999 364.52 -7.881 07/24/2006 93.3 1.7

A99-760 09/08/1999 361.51 -7.751 05/23/2006b 94.9 1.7

A99-766 10/15/1999 366.25 -7.979 09/10/2006 94.6 1.7

A00-009 11/16/1999 367.64 -8.044 05/07/2006b 93.1 1.7

A00-014 11/17/1999 368.82 -8.125 05/21/2006b 97.0 1.7

A00-122 12/31/1999 369.65 -8.130 07/22/2006 92.8 1.7

A00-128 01/21/2000 369.94 -8.129 09/11/2006 94.2 1.7

A00-185 02/11/2000 371.90 -8.267 07/22/2006 91.6 1.7

A00-288 03/20/2000 374.16 -8.348 05/23/2006a 86.0 1.7

A00-304 04/14/2000 373.48 -8.335 05/08/2006b 85.1 1.7

A00-412 05/26/2000 374.15 -8.348 05/08/2006b 83.5 1.7

A00-419 06/05/2000 371.85 -8.225 05/08/2006b 83.7 1.7

A00-447 06/16/2000 371.61 -8.208 11/17/2003 81.8 2.0

A00-448 06/16/2000 371.65 -8.208 11/17/2003 81.2 2.0

A00-567 07/14/2000 365.97 -7.886 11/17/2003 85.0 2.0

A00-568 07/14/2000 365.91 -7.886 11/17/2003 85.8 2.1

A00-571 07/14/2000 365.68 -7.886 05/08/2006b 85.4 1.7

A00-606 08/14/2000 362.54 -7.733 11/17/2003 83.3 2.0

A00-607 08/14/2000 362.58 -7.733 11/17/2003 82.6 2.1

A00-609 08/14/2000 362.58 -7.733 05/08/2006b 83.5 1.7

A00-615 08/18/2000 360.32 -7.603 05/07/2006b 85.5 1.7

A00-718 09/05/2000 362.34 -7.733 11/17/2003 83.0 2.0

A00-719 09/05/2000 362.47 -7.733 11/17/2003 85.8 2.1

A00-730 10/10/2000 367.25 -7.960 11/17/2003 84.9 2.1

A00-731 10/10/2000 367.14 -7.960 11/17/2003 85.6 2.0

A01-085 11/09/2000 370.15 -8.106 11/17/2003 83.2 2.2

A01-086 11/09/2000 370.15 -8.106 11/17/2003 84.4 2.0

A01-121 01/08/2001 372.01 -8.156 11/17/2003 83.4 2.1

A01-122 01/08/2001 371.87 -8.156 11/17/2003 84.9 2.2
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Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

A01-127 02/07/2001 373.69 -8.244 11/17/2003 80.0 2.0

A01-128 02/07/2001 373.81 -8.244 11/17/2003 79.5 2.0

A01-187 03/07/2001 374.91 -8.328 11/17/2003 75.9 2.2

A01-188 03/07/2001 375.06 -8.328 11/17/2003 75.2 2.1

A01-217 03/23/2001 373.73 -8.256 05/21/2006b 77.8 1.7

A01-232 04/02/2001 375.69 -8.363 11/17/2003 75.4 2.2

A01-233 04/02/2001 375.77 -8.363 11/17/2003 73.2 2.0

A01-308 05/04/2001 376.50 -8.422 11/17/2003 73.2 2.0

A01-309 05/04/2001 376.54 -8.422 11/17/2003 74.2 2.0

A01-298 06/04/2001 375.54 -8.326 10/26/2006 78.2 1.7

A01-302 06/04/2001 375.62 -8.326 11/17/2003 76.2 2.0

A01-303 06/04/2001 375.55 -8.326 11/17/2003 76.2 2.2

A01-358 06/13/2001 373.17 -8.212 10/28/2006 76.8 1.7

A01-362 06/13/2001 373.11 -8.212 12/28/2003 78.9 2.1

A01-363 06/13/2001 373.01 -8.212 12/28/2003 78.3 2.2

A01-382 07/16/2001 366.68 -7.860 12/28/2003 83.6 2.2

A01-383 07/16/2001 366.54 -7.860 12/28/2003 81.4 2.1

A01-574 07/24/2001 364.29 -7.750 05/08/2006a 86.0 1.7

A01-584 08/10/2001 365.15 -7.792 12/28/2003 79.9 2.0

A01-585 08/10/2001 365.26 -7.792 12/28/2003 83.0 2.1

A01-598 09/06/2001 363.99 -7.739 12/28/2003 82.7 2.1

A01-599 09/06/2001 363.46 -7.739 12/28/2003 82.2 2.1

A01-612 10/31/2001 369.90 -8.011 12/28/2003 77.5 2.1

A01-613 10/31/2001 369.76 -8.011 12/28/2003 74.8 2.0

A02-092 12/09/2001 372.75 -8.185 12/28/2003 72.5 2.1

A02-093 12/09/2001 372.77 -8.185 12/28/2003 74.6 2.1

A02-165 01/09/2002 374.27 -8.216 10/26/2006 76.9 1.7

A02-169 01/09/2002 374.06 -8.216 12/28/2003 78.9 2.4

A02-170 01/09/2002 374.48 -8.216 02/12/2004 74.7 2.1

A02-185 02/17/2002 374.85 -8.274 12/28/2003 74.0 2.7

A02-186 02/17/2002 374.83 -8.274 02/12/2004 74.2 2.0

A02-221 03/22/2002 376.78 -8.365 05/08/2006a 77.1 1.7

A02-224 03/22/2002 376.78 -8.365 12/28/2003 72.5 2.4

A02-225 03/22/2002 376.73 -8.365 02/12/2004 71.1 2.1

A02-254 04/25/2002 376.55 -8.334 12/28/2003 70.4 2.5
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Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

A02-255 04/25/2002 376.75 -8.334 02/12/2004 77.5 2.0

A02-352 05/13/2002 376.97 -8.332 12/28/2003 67.4 2.2

A02-353 05/13/2002 376.94 -8.332 02/12/2004 68.3 2.0

A02-368 06/10/2002 375.84 -8.265 05/08/2006a 75.0 1.7

A02-419 06/21/2002 372.97 -8.123 12/28/2003 67.3 2.3

A02-420 06/21/2002 372.81 -8.123 02/12/2004 69.4 2.1

A02-465 07/12/2002 371.03 -7.998 08/19/2005 72.8 1.7

A02-469 07/24/2002 368.68 -7.892 05/08/2006b 74.3 1.7

A02-470 07/24/2002 368.68 -7.892 07/22/2006 79.2 1.7

A02-572 08/06/2002 364.82 -7.713 08/19/2005 74.3 1.7

A02-584 09/09/2002 367.34 -7.858 08/19/2005 70.6 1.7

A02-765 10/11/2002 370.73 -8.021 08/21/2005 72.9 2.2

A02-766 10/11/2002 370.98 -8.021 07/22/2006 72.7 1.7

A03-058 11/09/2002 372.51 -8.063 08/21/2005 70.4 1.9

A03-149 12/17/2002 375.66 -8.284 08/21/2005 70.9 2.0

A03-155 12/29/2002 376.55 -8.303 10/30/2006 69.5 1.7

A03-161 02/07/2003 378.00 -8.377 08/19/2005 75.5 1.7

A03-162 02/07/2003 377.99 -8.377 09/10/2006 66.6 1.7

A03-259 03/04/2003 376.85 -8.279 10/28/2006 71.1 1.7

A03-274 04/10/2003 379.14 -8.405 08/21/2005 66.3 1.8

A03-275 04/10/2003 379.28 -8.405 07/22/2006 65.3 1.7

A03-425 04/24/2003 380.80 -8.508 05/23/2006b 76.2 1.7

A03-426 04/24/2003 380.68 -8.508 07/22/2006 71.8 1.7

A03-460 06/04/2003 379.74 -8.409 10/29/2006 69.1 1.7

A03-601 08/29/2003 367.32 -7.787 08/19/2005 68.6 1.7

A03-607 09/09/2003 367.61 -7.772 07/23/2006 73.1 1.7

A03-608 09/09/2003 367.64 -7.772 07/24/2006 71.1 1.7

A04-013 10/31/2003 375.23 -8.156 09/08/2006 69.7 1.7

A04-019 11/16/2003 377.21 -8.285 09/10/2006 67.4 1.7

A04-020 11/16/2003 377.29 -8.285 10/29/2006 65.8 1.7

A04-117 12/26/2003 378.79 -8.347 09/08/2006 67.9 1.7

A04-247 01/31/2004 380.06 -8.406 05/23/2006b 69.6 1.7

A04-263 02/26/2004 380.30 -8.408 09/09/2006 63.3 1.7

A04-269 03/24/2004 381.32 -8.426 05/23/2006a 61.8 1.7

A04-275 03/26/2004 380.65 -8.403 07/23/2006 66.1 1.7
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Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

A04-276 03/26/2004 380.78 -8.403 07/23/2006 65.1 1.7

A04-424 04/20/2004 381.84 -8.476 07/23/2006 62.5 1.7

A04-447 05/26/2004 379.64 -8.353 07/23/2006 63.8 1.7

A04-529 06/09/2004 380.36 -8.369 06/03/2005 63.8 1.8

A04-530 06/09/2004 380.26 -8.369 06/03/2005 62.0 1.7

A04-532 06/09/2004 380.02 -8.369 05/21/2006b 66.7 1.7

A04-690 07/27/2004 374.71 -8.039 08/19/2005 66.8 1.7

A04-691 07/27/2004 374.83 -8.039 08/21/2005 64.4 1.8

A04-734 07/28/2004 373.09 -7.994 08/21/2005 62.2 2.7

A04-735 07/28/2004 372.98 -7.994 08/23/2005 61.0 1.7

A04-740 08/26/2004 369.64 -7.782 09/09/2006 66.4 1.7

A04-786 09/14/2004 370.16 -7.819 09/11/2006 66.2 1.7

A04-792 10/10/2004 375.12 -8.066 07/21/2006 60.1 1.7

A04-793 10/10/2004 375.06 -8.066 07/22/2006 62.9 1.7

A05-047 12/21/2004 380.16 -8.272 10/30/2006 65.7 1.7

AORG126 01/26/2005 379.83 -8.237 02/04/2005 62.0 1.7

AORG338 01/26/2005 379.83 -8.237 02/04/2005 61.5 1.7

AORG416 01/26/2005 379.83 -8.237 02/04/2005 58.2 1.7

AORG420 01/26/2005 379.83 -8.237 02/04/2005 60.8 1.7

CDRG247 01/26/2005 379.83 -8.237 02/04/2005 63.4 1.7

CDRG248 01/26/2005 379.83 -8.237 02/04/2005 60.3 1.7

CDRG249 01/26/2005 379.83 -8.237 02/04/2005 59.5 1.7

CDRG250 01/26/2005 379.83 -8.237 02/04/2005 60.7 1.7

A05-236 02/07/2005 381.96 -8.376 07/24/2006 60.3 1.7

AORG262 03/23/2005 383.24 -8.450 06/03/2005 58.7 2.1

CDRG219 03/23/2005 383.40 -8.450 06/03/2005 60.6 2.2

CDRG222 03/23/2005 383.37 -8.450 06/03/2005 59.0 1.7

A05-288 04/07/2005 383.94 -8.510 06/03/2005 55.7 2.2

AORG366 04/07/2005 383.77 -8.510 06/03/2005 55.0 1.7

A05-308 04/19/2005 384.00 -8.506 07/22/2006 51.4 1.7

A05-309 04/19/2005 384.18 -8.506 07/21/2006 51.8 1.7

A05-349 05/03/2005 383.86 -8.465 05/23/2006b 57.2 1.7

A05-351 05/03/2005 383.93 -8.465 07/21/2006 50.5 1.7

A05-470 06/18/2005 382.27 -8.375 07/21/2006 53.0 1.7

A05-472 06/18/2005 381.92 -8.375 07/23/2006 52.4 1.7

Continued on next page



218

Table B.1 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

A05-560 07/28/2005 374.56 -8.004 05/21/2006b 59.2 1.7

A05-561 07/28/2005 374.84 -8.004 05/23/2006a 54.9 1.7

A05-680 09/07/2005 373.05 -7.917 07/21/2006 56.2 1.7

A05-681 09/07/2005 372.97 -7.917 07/21/2006 59.7 1.7

A05-721 10/27/2005 378.82 -8.216 07/22/2006 59.7 1.7

A05-722 10/27/2005 378.84 -8.216 07/23/2006 61.4 1.7

A05-777 11/03/2005 378.16 -8.143 05/23/2006a 57.6 1.7

A05-778 11/03/2005 378.28 -8.143 05/23/2006b 59.5 1.7

A06-177 01/25/2006 384.34 -8.388 03/31/2007 53.5 1.7

A06-230 02/15/2006 385.22 -8.445 03/15/2007 53.1 1.7

A06-244 03/17/2006 385.71 -8.503 03/30/2007 50.4 1.7

A06-248 03/17/2006 385.98 -8.503 03/18/2007 51.2 1.7

A06-315 04/21/2006 386.19 -8.491 03/19/2007 50.7 1.7

A06-381 05/22/2006 386.85 -8.535 03/17/2007 58.6 1.7

A06-412 06/12/2006 383.54 -8.357 03/31/2007 56.0 1.7

A06-543 07/17/2006 381.25 -8.194 03/30/2007 56.3 1.7

A06-592 08/03/2006 376.79 -7.996 03/17/2007 57.3 1.7

A06-593 09/13/2006 376.22 -7.987 03/16/2007 54.9 1.7

A06-632 10/06/2006 378.12 -8.061 03/19/2007 56.3 1.7

A06-641 11/09/2006 382.97 -8.274 03/30/2007 56.0 1.7
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B.1.2 Measurements from Point Barrow

Table B.2: Measurements from Point Barrow

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M99-002 06/12/1999 372.90 -8.453 09/08/2006 91.8 1.7

M99-004 07/03/1999 362.38 -7.962* 08/23/2005 99.0 1.7

M99-006 08/15/1999 353.60 -7.672* 09/09/2006 91.6 1.7

M99-008 09/25/1999 363.75 -7.812* 03/18/2007 93.3 1.7

M99-024 10/22/1999 364.93 -7.960 08/23/2005 97.6 1.8

M99-025 11/19/1999 373.15 -8.152* 03/15/2007 89.0 1.7

M99-027 12/25/1999 374.95 -8.420 08/23/2005 87.9 1.7

M99-028 01/29/2000 374.59 -8.350 03/19/2007 90.7 1.7

M99-029 02/12/2000 375.72 -8.427 09/08/2006 85.7 1.7

M99-031 03/09/2000 374.10 -8.354 08/23/2005 88.8 1.7

M01-030 07/27/2001 362.65 -7.638 03/30/2007 79.8 1.7

M01-032 09/01/2001 363.16 -7.720 08/23/2005 82.6 1.9

M01-046 10/18/2001 369.05 -8.122* 03/17/2007 86.8 1.7

M01-102 12/08/2001 375.23 -8.351 04/01/2007 80.0 1.7

M01-104 02/16/2002 376.79 -8.414 03/16/2007 75.7 1.7

M01-130 03/16/2002 380.42 -8.512* 08/23/2005 71.5 1.8

M01-163 04/20/2002 378.94 -8.452 03/19/2007 72.8 1.7

M01-165 05/28/2002 378.30 -8.430 03/31/2007 71.7 1.7

M01-193 07/26/2002 368.23 -7.842* 05/08/2006b 75.3 1.7

M01-221 10/18/2002 370.00 -8.072* 08/19/2005 77.3 1.7

M01-267 11/18/2002 374.31 -8.225 08/18/2005 80.6 2.0

M01-269 12/25/2002 380.23 -8.372* 08/18/2005 72.8 1.8

M01-298 01/17/2003 377.40 -8.354 08/21/2005 68.4 1.8

M01-300 02/24/2003 383.53 -8.674 08/19/2005 67.1 2.0

M01-322 03/17/2003 382.03 -8.532* 08/21/2005 63.9 1.8

M01-340 05/02/2003 382.71 -8.572* 08/19/2005 61.8 1.7

M01-343 06/13/2003 380.67 -8.523 08/21/2005 69.2 1.8

M01-352 07/12/2003 369.92 -8.004 08/21/2005 70.2 1.8

M01-353 08/16/2003 365.74 -7.682* 08/21/2005 69.9 1.9

M01-385 09/13/2003 367.24 -7.806 08/19/2005 71.7 1.7

M01-387 10/10/2003 371.58 -8.050 09/11/2006 74.1 1.7

M01-453 01/10/2004 383.25 -8.601 09/10/2006 70.0 1.7
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Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-476 03/13/2004 381.51 -8.511 05/08/2006b 62.7 1.7

M01-478 04/09/2004 383.93 -8.551 10/26/2006 64.1 1.7

M01-493 05/07/2004 382.94 -8.630 05/08/2006a 63.7 1.7

M01-511 06/10/2004 382.60 -8.481 10/29/2006 62.6 1.7

M01-513 07/01/2004 374.34 -8.126 10/28/2006 60.9 1.7

M01-530 08/13/2004 363.54 -7.549* 05/08/2006a 67.1 1.7

M01-556 09/13/2004 367.12 -7.738 09/09/2006 63.5 1.7

M01-558 10/07/2004 371.24 -7.946* 05/08/2006a 67.2 1.7

M01-568 11/12/2004 380.67 -8.388 09/11/2006 67.4 1.7

M01-641 02/18/2005 384.49 -8.539 10/30/2006 62.7 1.7

M01-642 03/25/2005 385.84 -8.606 10/30/2006 60.3 1.7

M01-659 04/22/2005 385.53 -8.614 10/30/2006 59.7 1.7

M01-661 05/20/2005 385.27 -8.602 10/28/2006 56.5 1.7

M01-682 06/17/2005 383.05 -8.463 10/29/2006 57.9 1.7

M01-684 07/22/2005 373.54 -7.954 09/10/2006 64.9 1.7

M01-727 09/30/2005 373.41 -7.904 10/26/2006 61.4 1.7

M01-729 10/24/2005 377.56 -8.133 11/03/2006 58.8 1.7

M01-757 12/14/2005 384.38 -8.444 11/03/2006 56.1 1.7

M01-777 01/20/2006 386.12 -8.588 03/31/2007 55.9 1.7

M01-792 02/17/2006 386.35 -8.555 03/31/2007 52.9 1.7

M01-800 03/17/2006 387.12 -8.582 03/16/2007 54.8 1.7

M01-814 04/21/2006 387.26 -8.591 04/01/2007 49.1 1.7

M01-840 05/26/2006 389.23 -8.722 03/18/2007 52.5 1.7

M01-841 06/16/2006 386.88 -8.559 03/18/2007 55.4 1.7

M01-852 07/28/2006 368.95 -7.707 03/19/2007 57.0 1.7

M01-882 08/31/2006 370.81 -7.793 03/15/2007 53.3 1.7

M01-883 09/22/2006 374.38 -7.979 03/30/2007 57.1 1.7

M01-894 11/03/2006 383.69 -8.368 03/17/2007 61.1 1.7

M01-925 12/15/2006 387.75 -8.546 04/01/2007 53.0 1.7
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B.1.3 Measurements from Kumukahi

Table B.3: Measurements from Kumukahi

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-028 08/13/2001 366.68 -7.830 10/29/2006 81.3 1.7

M01-029 09/04/2001 368.12 -7.904 05/07/2006a 80.7 1.7

M01-056 10/29/2001 369.35 -8.022 10/29/2006 77.6 1.7

M01-092 11/19/2001 372.45 -8.121 03/19/2007 80.5 1.7

M01-095 01/14/2002 372.98 -8.153 09/08/2006 81.9 1.7

M01-124 02/19/2002 373.74 -8.199 09/11/2006 79.3 1.7

M01-128 03/18/2002 375.83 -8.311 09/09/2006 72.4 1.7

M01-140 04/15/2002 375.17 -8.233 09/10/2006 80.7 1.7

M01-142 04/29/2002 375.49 -8.246 03/15/2007 74.8 1.7

M01-159 05/13/2002 376.38 -8.264 05/07/2006a 71.4 1.7

M01-177 06/17/2002 374.15 -8.147 10/28/2006 74.3 1.7

M01-181 07/15/2002 372.14 -8.029 10/30/2006 79.0 1.7

M01-176 08/12/2002 368.78 -7.833 05/07/2006a 72.5 1.7

M01-210 09/03/2002 366.75 -7.800 08/18/2005 81.0 1.8

M01-212 09/16/2002 366.49 -7.778 03/30/2007 76.8 1.7

M01-214 10/07/2002 369.89 -7.943 08/18/2005 79.7 2.0

M01-256 12/02/2002 373.91 -8.157 08/18/2005 68.1 1.9

M01-258 12/16/2002 376.66 -8.230 05/05/2006b 69.3 1.7

M01-284 01/07/2003 377.00 -8.269 08/21/2005 66.5 2.3

M01-288 02/03/2003 377.66 -8.236 08/18/2005 71.2 1.9

M01-307 03/03/2003 377.81 -8.286 08/18/2005 70.6 1.8

M01-308 03/17/2003 377.31 -8.277 05/05/2006b 66.5 1.7

M01-324 04/14/2003 379.18 -8.333 05/05/2006b 67.0 1.7

M01-329 06/03/2003 379.98 -8.415 08/19/2005 69.9 1.7

M01-364 09/08/2003 370.94 -7.924 11/03/2006 69.4 1.7

M01-398 10/14/2003 372.76 -8.014* 05/05/2006b 71.4 1.7

M01-400 11/10/2003 374.62 -8.108 04/03/2007 69.7 1.7

M01-441 12/15/2003 376.09 -8.174 04/03/2007 68.7 1.7

M01-444 01/12/2004 377.31 -8.180 05/05/2006b 64.3 1.7

M01-445 02/02/2004 378.06 -8.256 11/03/2006 64.0 1.7

M01-459 03/01/2004 377.98 -8.256 09/11/2006 71.4 1.7

M01-485 05/04/2004 380.23 -8.303 03/15/2007 67.4 1.7
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Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-497 06/01/2004 381.01 -8.325 05/05/2006b 64.9 1.7

M01-514 07/06/2004 378.33 -8.214 11/03/2006 68.5 1.7

M01-545 08/16/2004 373.77 -7.974 10/26/2006 67.3 1.7

M01-547 09/13/2004 374.76 -8.018 04/03/2007 66.3 1.7

M01-559 10/04/2004 374.87 -8.048 10/29/2006 63.7 1.7

M01-596 11/15/2004 377.84 -8.189 10/26/2006 60.3 1.7

M01-599 12/21/2004 377.89 -8.153 11/03/2006 60.9 1.7

M01-614 01/18/2005 378.35 -8.130 04/03/2007 68.0 1.7

M01-624 02/22/2005 382.30 -8.351 04/03/2007 63.1 1.7

M01-636 03/28/2005 382.12 -8.402 11/03/2006 57.5 1.7

M01-639 04/25/2005 383.50 -8.445 10/30/2006 60.8 1.7

M01-665 05/23/2005 384.14 -8.384 09/09/2006 55.3 1.7

M01-688 06/20/2005 382.17 -8.346 10/26/2006 56.0 1.7

M01-692 07/19/2005 377.63 -8.141 04/03/2007 60.2 1.7

M01-717 09/06/2005 376.04 -7.978 09/08/2006 62.4 1.7

M01-724 10/11/2005 376.54 -8.043 09/08/2006 63.6 1.7

M01-749 11/07/2005 378.56 -8.126 11/03/2006 57.9 1.7

M01-769 01/09/2006 381.78 -8.255 09/10/2006 56.8 1.7

M01-781 01/17/2006 382.23 -8.280 10/28/2006 56.1 1.7

M01-793 02/21/2006 383.19 -8.344 03/18/2007 54.6 1.7

M01-809 03/20/2006 383.23 -8.293 03/19/2007 55.7 1.7

M01-812 04/17/2006 384.61 -8.374 03/16/2007 59.8 1.7

M01-829 05/15/2006 386.98 -8.552 03/18/2007 53.4 1.7

M01-832 06/12/2006 384.80 -8.355 03/17/2007 61.8 1.7

M01-854 07/10/2006 382.23 -8.262 04/01/2007 56.9 1.7

M01-858 08/07/2006 376.34 -7.971 03/30/2007 56.2 1.7

M01-879 09/11/2006 377.45 -7.984 04/01/2007 58.7 1.7

M01-890 10/09/2006 378.02 -8.029 03/17/2007 59.7 1.7

M01-920 11/13/2006 379.38 -8.138 03/31/2007 56.9 1.7

M01-922 12/11/2006 382.41 -8.253 03/31/2007 52.9 1.7
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B.1.4 Measurements from Mauna Loa

Table B.4: Measurements from Mauna Loa

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-024 08/22/2001 369.10 -7.937 05/08/2006a 85.9 1.7

M01-027 09/12/2001 368.87 -7.935 02/15/2004 82.1 2.1

M01-040 09/26/2001 367.50 -7.887 03/30/2007 85.2 1.7

M01-043 10/17/2001 367.99 -7.893 02/15/2004 79.7 2.0

M01-058 11/07/2001 368.83 -7.959 05/21/2006b 86.0 1.7

M01-059 11/14/2001 369.63 -7.990 02/15/2004 79.1 2.1

M01-083 01/16/2002 372.29 -8.090 02/15/2004 79.3 2.1

M01-108 02/13/2002 372.61 -8.094 02/15/2004 79.1 2.1

M01-110 03/01/2002 372.70 -8.132 05/21/2006a 80.0 1.7

M01-118 03/13/2002 373.81 -8.174 02/15/2004 77.5 2.0

M01-122 04/10/2002 373.87 -8.137 02/15/2004 77.2 2.1

M01-144 04/24/2002 375.33 -8.231 05/21/2006a 78.7 1.7

M01-146 05/08/2002 374.05 -8.103 02/15/2004 73.2 2.0

M01-154 05/29/2002 375.83 -8.252 05/21/2006a 78.0 1.7

M01-183 08/07/2002 371.07 -7.985 05/21/2006a 74.0 1.7

M01-185 08/21/2002 371.52 -8.023 02/15/2004 77.9 2.0

M01-200 09/04/2002 369.12 -7.904 05/21/2006b 78.6 1.7

M01-202 09/18/2002 369.60 -7.926 08/19/2005 76.2 1.7

M01-206 10/16/2002 371.49 -7.982 08/18/2005 73.8 1.8

M01-231 11/13/2002 371.67 -8.000 08/18/2005 75.7 1.8

M01-251 12/18/2002 373.37 -8.071 08/19/2005 75.8 1.7

M01-265 01/15/2003 373.62 -8.085 08/19/2005 77.0 1.7

M01-304 03/19/2003 376.15 -8.236 08/19/2005 72.5 1.7

M01-317 04/16/2003 378.42 -8.344 08/18/2005 71.8 1.9

M01-321 05/14/2003 377.26 -8.242 08/18/2005 72.4 1.7

M01-337 05/28/2003 378.97 -8.316 05/21/2006b 72.1 1.7

M01-338 06/04/2003 378.24 -8.264 04/01/2007 73.3 1.7

M01-348 07/16/2003 375.74 -8.221 08/18/2005 71.9 1.8

M01-351 08/13/2003 374.56 -8.062 08/18/2005 73.8 2.2

M01-371 09/10/2003 372.32 -8.042 09/08/2006 73.7 1.7

M01-390 10/01/2003 372.97 -8.033 05/21/2006b 72.5 1.7

M01-394 10/29/2003 373.17 -8.017 05/21/2006a 70.5 1.7

Continued on next page
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Table B.4 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-410 01/07/2004 375.80 -8.107 09/08/2006 70.9 1.7

M01-448 02/04/2004 377.46 -8.197 05/08/2006b 69.6 1.7

M01-451 03/01/2004 377.57 -8.214 09/10/2006 72.8 1.7

M01-471 03/24/2004 378.24 -8.241 05/21/2006a 68.0 1.7

M01-486 04/28/2004 380.04 -8.355 05/08/2006a 67.9 1.7

M01-488 05/12/2004 379.77 -8.457 05/08/2006a 67.2 1.7

M01-505 06/16/2004 379.24 -8.304 05/08/2006a 66.2 1.7

M01-522 07/14/2004 375.79 -8.140 09/09/2006 64.7 1.7

M01-527 08/18/2004 375.03 -8.079 05/21/2006a 68.3 1.7

M01-535 09/15/2004 374.05 -7.985 10/28/2006 68.0 1.7

M01-552 10/13/2004 373.94 -8.034 09/08/2006 62.9 1.7

M01-571 11/17/2004 376.44 -8.090 05/21/2006a 66.7 1.7

M01-572 11/24/2004 376.23 -8.131 05/21/2006a 65.8 1.7

M01-590 12/08/2004 377.24 -8.138 05/21/2006a 64.8 1.7

M01-595 01/12/2005 378.66 -8.247 10/28/2006 61.6 1.7

M01-618 02/16/2005 379.95 -8.288 10/28/2006 62.3 1.7

M01-630 03/16/2005 381.75 -8.318 10/30/2006 64.0 1.7

M01-634 04/13/2005 381.44 -8.696 10/28/2006 61.2 1.7

M01-654 05/11/2005 381.99 -8.282 10/26/2006 62.2 1.7

M01-674 07/13/2005 381.36 -8.263 10/30/2006 62.3 1.7

M01-702 08/10/2005 377.92 -8.168 10/29/2006 62.0 1.7

M01-709 09/14/2005 376.04 -8.039 09/11/2006 65.2 1.7

M01-732 10/26/2005 377.05 -8.095 03/31/2007 62.4 1.7

M01-756 12/14/2005 379.21 -8.209 09/10/2006 63.1 1.7

M01-773 01/11/2006 380.91 -8.259 10/26/2006 56.8 1.7

M01-784 02/08/2006 381.78 -8.217 03/19/2007 62.2 1.7

M01-796 03/08/2006 382.63 -8.313 03/18/2007 56.8 1.7

M01-802 04/05/2006 384.03 -8.397 03/19/2007 57.2 1.7

M01-816 05/10/2006 385.13 -8.458 03/16/2007 60.5 1.7

M01-836 06/14/2006 383.73 -8.344 03/30/2007 58.8 1.7

M01-846 07/12/2006 381.61 -8.277 03/18/2007 56.0 1.7

M01-864 08/16/2006 379.77 -8.143 03/15/2007 60.1 1.7

M01-869 09/20/2006 377.98 -8.107 03/16/2007 59.2 1.7

M01-887 10/18/2006 379.03 -8.126 03/18/2007 57.0 1.7

M01-910 11/15/2006 379.64 -8.112 03/15/2007 57.2 1.7

Continued on next page
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Table B.4 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-914 12/13/2006 380.67 -8.184 03/31/2007 55.3 1.7
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B.1.5 Measurements from Samoa

Table B.5: Measurements from Samoa

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-049 09/25/2001 369.86 -7.988 08/23/2005 85.5 1.7

M01-084 10/29/2001 369.92 -7.940 08/23/2005 83.7 1.7

M01-085 11/07/2001 369.86 -8.014 02/15/2004 85.4 2.1

M01-112 01/29/2002 370.26 -7.967 08/23/2005 83.1 1.7

M01-132 03/12/2002 371.97 -8.029 02/15/2004 83.9 2.0

M01-136 04/09/2002 370.48 -7.999 02/15/2004 83.1 2.1

M01-137 04/19/2002 370.05 -7.999 08/23/2005 80.0 2.0

M01-150 05/14/2002 370.51 -7.966 02/15/2004 82.0 2.1

M01-171 06/18/2002 371.60 -8.023 02/15/2004 78.5 2.1

M01-188 07/19/2002 371.45 -8.013 02/15/2004 78.9 2.0

M01-189 07/23/2002 371.45 -8.032 08/23/2005 79.8 1.7

M01-196 08/14/2002 371.89 -8.037 02/15/2004 77.5 2.1

M01-197 08/26/2002 371.94 -8.023 08/23/2005 78.2 1.8

M01-225 10/29/2002 372.54 -8.041 03/19/2007 77.5 1.7

M01-228 11/19/2002 373.06 -8.061 08/19/2005 79.5 1.7

M01-271 12/03/2002 373.49 -8.095 03/16/2007 79.7 1.7

M01-275 12/31/2002 372.54 -8.072 03/30/2007 79.9 1.7

M01-293 02/18/2003 372.88 -8.043 08/18/2005 78.5 1.8

M01-311 03/11/2003 374.74 -8.082 08/18/2005 77.8 2.0

M01-313 04/11/2003 374.67 -8.121 09/11/2006 79.5 1.7

M01-315 04/22/2003 373.06 -8.020 03/16/2007 79.3 1.7

M01-331 05/23/2003 373.19 -8.077 08/21/2005 79.3 1.8

M01-359 07/16/2003 373.26 -8.096* 08/18/2005 73.7 1.8

M01-365 07/30/2003 374.30 -8.086 08/23/2005 79.2 1.7

M01-377 09/16/2003 374.20 -8.057 09/09/2006 73.0 1.7

M01-434 11/17/2003 374.30 -8.106 09/09/2006 69.4 1.7

M01-438 12/16/2003 375.41 -8.059 09/08/2006 75.7 1.7

M01-465 02/11/2004 375.95 -8.076 09/11/2006 74.5 1.7

M01-468 03/09/2004 376.22 -8.096 08/23/2005 72.9 2.3

M01-480 04/13/2004 375.88 -8.104 08/23/2005 71.2 1.8

M01-482 04/27/2004 374.94 -8.072 08/23/2005 71.9 1.7

M01-501 05/18/2004 375.24 -8.074 08/23/2005 71.4 2.0

Continued on next page
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Table B.5 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-509 06/16/2004 376.11 -8.088 11/03/2006 71.2 1.7

M01-518 07/14/2004 375.38 -8.064 10/29/2006 68.8 1.7

M01-540 08/09/2004 376.01 -8.108 08/23/2005 68.9 1.8

M01-544 09/07/2004 375.76 -8.085 09/09/2006 65.1 1.7

M01-564 11/09/2004 375.67 -8.010 08/23/2005 68.1 1.7

M01-566 11/24/2004 375.94 -8.123 08/23/2005 68.2 1.7

M01-603 01/05/2005 377.57 -8.132 10/26/2006 68.3 1.7

M01-617 02/10/2005 377.32 -8.128 09/10/2006 67.9 1.7

M01-646 04/11/2005 377.71 -8.078 09/10/2006 64.1 1.7

M01-650 05/12/2005 379.36 -8.155 10/30/2006 68.7 1.7

M01-680 06/17/2005 377.61 -8.140 10/26/2006 65.0 1.7

M01-695 07/18/2005 378.14 -8.159 10/30/2006 68.5 1.7

M01-699 08/17/2005 378.05 -8.096 10/28/2006 63.5 1.7

M01-720 09/13/2005 378.40 -8.108 10/28/2006 62.9 1.7

M01-734 10/12/2005 378.05 -8.103 10/29/2006 63.6 1.7

M01-760 11/17/2005 378.79 -8.127 10/30/2006 65.9 1.7

M01-763 12/13/2005 377.67 -8.145 09/11/2006 66.0 1.7

M01-775 01/04/2006 379.67 -8.119 10/26/2006 62.5 1.7

M01-788 02/18/2006 380.58 -8.161 03/17/2007 67.4 1.7

M01-808 03/27/2006 378.55 -8.143 03/15/2007 63.8 1.7

M01-823 04/25/2006 378.61 -8.138 03/18/2007 62.0 1.7

M01-843 06/28/2006 379.73 -8.159 03/30/2007 62.7 1.7

M01-860 07/28/2006 379.69 -8.170 03/16/2007 59.8 1.7

M01-871 08/28/2006 379.69 -8.142 03/19/2007 57.6 1.7

M01-875 09/25/2006 379.26 -8.121 03/18/2007 60.9 1.7

M01-898 10/23/2006 379.45 -8.150 04/01/2007 59.3 1.7

M01-929 12/29/2006 381.43 -8.134 03/16/2007 58.7 1.7
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B.1.6 Measurements from Palmer Station

Table B.6: Measurements from Palmer Station

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

PSA-01A 03/10/2005 375.18 -8.098 03/30/2007 64.6 1.7

PSA-03A 05/19/2005 376.23 -8.107 03/19/2007 59.5 1.7

PSA-04A 07/03/2005 377.00 -8.119 03/31/2007 60.5 1.7

PSA-05A 09/23/2005 378.06 -8.147 04/01/2007 58.1 1.7

PSA-06A 10/20/2005 377.90 -8.128 03/17/2007 65.3 1.7

PSA-07A 11/30/2005 377.26 -8.148 04/01/2007 57.3 1.7

PSA-08A 12/12/2005 377.55 -8.153 03/15/2007 58.2 1.7

PSA-09A 12/30/2005 377.36 -8.099 03/30/2007 58.6 1.7

PSA-10A 01/16/2006 377.47 -8.139 03/15/2007 61.7 1.7

PSA-11A 02/06/2006 377.14 -8.099 03/19/2007 62.0 1.7

PSA-12A 03/02/2006 377.57 -8.087 04/01/2007 62.4 1.7

PSA-13A 03/20/2006 384.73 -8.098 03/19/2007 61.9 1.7

PSA-14A 04/17/2006 378.08 -8.072 03/17/2007 66.2 1.7

PSA-15A 04/29/2006 378.04 -8.093 03/30/2007 59.0 1.7

PSA-16A 06/28/2006 378.97 -8.116 03/18/2007 60.7 1.7

PSA-17A 07/10/2006 378.69 -8.130 03/15/2007 57.6 1.7

PSA-18A 07/24/2006 378.94 -8.158 03/31/2007 57.6 1.7

PSA-19A 08/07/2006 379.14 -8.185 03/17/2007 60.6 1.7

PSA-20A 11/07/2006 379.73 -8.163 04/01/2007 55.7 1.7

PSA-21A 12/02/2006 379.76 -8.174 04/01/2007 54.5 1.7
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B.1.7 Measurements from the South Pole

Table B.7: Measurements from the South Pole

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M99-010 02/16/1999 364.75 -8.034 04/01/2007 96.0 1.7

M99-011 03/01/1999 364.77 -7.982 04/01/2007 97.9 1.7

M99-012 05/01/1999 365.01 -7.973 08/21/2005 92.7 1.9

M99-013 07/15/1999 365.69 -7.999 09/10/2006 97.1 1.7

M99-014 08/17/1999 365.93 -7.980 10/30/2006 93.0 1.7

M99-016 09/16/1999 366.21 -7.983 10/28/2006 89.4 1.7

M99-018 10/17/1999 366.60 -8.024 09/09/2006 86.3 1.7

M99-020 11/19/1999 369.46 -8.012* 09/08/2006 92.4 1.7

M99-022 01/23/2000 366.35 -8.007 03/19/2007 93.2 1.7

M01-001 02/18/2000 366.35 -8.011 11/03/2006 93.0 1.7

M01-004 04/15/2000 366.51 -8.010 11/03/2006 89.8 1.7

M01-008 06/16/2000 366.58 -7.988 08/21/2005 86.7 1.8

M01-010 07/15/2000 366.87 -7.990 10/26/2006 84.4 1.7

M01-013 09/02/2000 367.46 -8.005 09/11/2006 88.6 1.7

M01-015 10/01/2000 367.57 -7.998 08/23/2005 87.8 1.7

M01-017 11/01/2000 367.81 -7.998 11/03/2006 86.2 1.7

M01-019 12/02/2000 367.66 -7.982 08/21/2005 86.4 2.0

M01-021 01/15/2001 367.75 -7.980 03/15/2007 92.2 1.7

M01-065 02/15/2001 366.87 -7.983 10/26/2006 88.7 1.7

M01-067 03/15/2001 366.98 -7.966 11/03/2006 81.4 1.7

M01-069 04/16/2001 367.13 -7.958 08/21/2005 85.8 1.8

M01-071 05/15/2001 367.46 -7.969 09/11/2006 88.3 1.7

M01-074 07/01/2001 367.84 -7.976 03/30/2007 87.9 1.7

M01-078 09/15/2001 369.20 -7.997 08/21/2005 78.9 2.4

M01-233 02/13/2002 369.01 -8.010 08/21/2005 75.9 1.9

M01-240 07/01/2002 370.29 -7.985 08/21/2005 78.7 1.9

M01-242 08/01/2002 370.65 -8.031 08/18/2005 76.8 1.7

M01-244 09/02/2002 371.13 -8.025 08/18/2005 73.7 1.7

M01-259 11/02/2002 371.34 -8.057 08/18/2005 79.5 1.7

M01-261 12/03/2002 371.29 -8.045 08/19/2005 76.5 1.7

M01-412 02/01/2003 371.57 -8.009 08/18/2005 73.3 1.8

M01-416 04/01/2003 371.76 -8.108 08/21/2005 75.4 1.8

Continued on next page
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Table B.7 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-418 05/01/2003 372.00 -8.034 08/18/2005 69.1 1.9

M01-420 06/01/2003 372.10 -8.034 08/21/2005 74.1 1.8

M01-422 07/02/2003 372.45 -8.062 08/19/2005 72.1 1.7

M01-424 08/01/2003 372.91 -8.054 08/19/2005 73.1 1.7

M01-426 09/01/2003 373.66 -8.090 10/29/2006 66.8 1.7

M01-428 10/01/2003 373.70 -8.073 03/31/2007 70.9 1.7

M01-430 11/16/2003 373.54 -8.085 08/21/2005 69.0 1.8

M01-456 01/03/2004 373.52 -8.066 10/30/2006 72.9 1.7

M01-458 02/01/2004 373.27 -8.094 03/18/2007 72.0 1.7

M01-574 03/03/2004 373.70 -8.059 08/21/2005 71.3 1.9

M01-575 04/02/2004 373.62 -8.136 03/17/2007 76.8 1.7

M01-580 06/18/2004 374.40 -8.109 09/09/2006 64.4 1.7

M01-581 07/15/2004 374.70 -8.144 10/28/2006 65.9 1.7

M01-583 08/16/2004 375.15 -8.159 08/23/2005 65.4 1.7

M01-585 09/18/2004 375.30 -8.112 09/11/2006 67.9 1.7

M01-587 10/17/2004 375.26 -8.142 08/23/2005 70.7 2.1

M01-588 11/02/2004 375.49 -8.126 08/23/2005 69.6 2.6

M01-611 01/01/2005 375.27 -8.117 11/03/2006 67.4 1.7

M01-736 02/02/2005 374.83 -8.121 11/03/2006 65.8 1.7

M01-738 03/15/2005 375.52 -8.090 09/08/2006 66.6 1.7

M01-740 05/02/2005 376.06 -8.162 09/10/2006 67.3 1.7

M01-741 06/01/2005 376.05 -8.156 09/09/2006 59.0 1.7

M01-743 06/30/2005 376.55 -8.166 10/29/2006 58.7 1.7

M01-744 09/15/2005 377.45 -8.159 10/26/2006 60.9 1.7

M01-746 10/19/2005 377.98 -8.165 03/15/2007 66.2 1.7

M01-765 11/15/2005 377.56 -8.205 10/30/2006 64.6 1.7

M01-766 12/16/2005 377.53 -8.181 11/03/2006 64.6 1.7

M01-778 01/15/2006 377.60 -8.197 03/19/2007 65.8 1.7

M01-915 02/15/2006 377.17 -8.136 03/17/2007 64.9 1.7

M01-899 04/15/2006 378.83 -8.142 03/16/2007 62.6 1.7

M01-901 05/15/2006 377.57 -8.157 03/31/2007 54.3 1.7

M01-903 07/01/2006 378.19 -8.158 03/30/2007 65.6 1.7

M01-905 08/01/2006 380.33 -8.173 04/01/2007 59.6 1.7

M01-907 09/19/2006 378.93 -8.163 03/18/2007 58.0 1.7

M01-908 10/18/2006 378.94 -8.194 03/17/2007 61.3 1.7

Continued on next page
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Table B.7 – continued from previous page

Sample ID Sample Date
CO2 δ13C

AMS Date
∆14C σTot

(ppm) (h) (h) (h)

M01-909 11/15/2006 379.10 -8.182 03/30/2007 62.9 1.7
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B.2 Monthly values of ∆14C

Monthly values of ∆14C were determined by fitting the observations listed

in the previous section to a function incorporating a linear trend, single harmonic

and a cubic smoothing spline:

y = a+ bt+ c cos(2πt) + d sin(2πt) + s(t) (B.1)

The fitted function was evaluated at the middle of each month over the span of

the record to produce the monthly values listed in the following tables. Annual

values were computed as a simple average of the monthly values.
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Appendix C:

Airborne ∆14CO2 Data

The following tables contain data about whole air flask samples collected

for ∆14C analysis of CO2 during the Airborne Carbon in the Mountains Experiment

(ACME) in Colorado, 2004. Listed within the tables are sampling data: the

number and date of the research flight and the start and end time (in Mountain

Daylight Time), latitude, longitude and elevation that the air in the flask was

sampled. The tables list results of laboratory analysis: CO2 concentration, ∆14C,

uncertainty in ∆14C (σmeas) and δ13C (if available). Fossil fuel-derived CO2 (Cff )

and biogenic CO2 (Cveg) were calculated by Equations 5.1 and 5.2. σC indicates

the total uncertainty in Cff and Cveg for each flask sample. Samples designated

as “background” are italicized. Mean CO concentration measured in situ during

the period of flask collection is also shown (if available). Starred samples from

research flight 13 were not collected during vertical profiling.
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