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[1] The rapid recent decline of Arctic Ocean sea ice area increases the flux of solar
radiation available for primary production and the area of open water for air-sea gas
exchange. We use a regional physical-biogeochemical model of the Arctic Ocean, forced
by the National Centers for Environmental Prediction/National Center for Atmospheric
Research atmospheric reanalysis, to evaluate the mean present-day CO2 sink and its
temporal evolution. During the 1996–2007 period, the model suggests that the Arctic
average sea surface temperature warmed by 0.04ıC a–1, that sea ice area decreased by
�0.1 � 106 km2 a–1, and that the biological drawdown of dissolved inorganic carbon
increased. The simulated 1996–2007 time-mean Arctic Ocean CO2 sink is
58˙ 6 Tg C a–1. The increase in ice-free ocean area and consequent carbon drawdown
during this period enhances the CO2 sink by �1.4 Tg C a–1, consistent with estimates
based on extrapolations of sparse data. A regional analysis suggests that during the
1996–2007 period, the shelf regions of the Laptev, East Siberian, Chukchi, and Beaufort
Seas experienced an increase in the efficiency of their biological pump due to decreased
sea ice area, especially during the 2004–2007 period, consistent with independently
published estimates of primary production. In contrast, the CO2 sink in the Barents Sea is
reduced during the 2004–2007 period due to a dominant control by warming and
decreasing solubility. Thus, the effect of decreasing sea ice area and increasing sea
surface temperature partially cancel, though the former is dominant.
Citation: Manizza, M., M. J. Follows, S. Dutkiewicz, D. Menemenlis, C. N. Hill, and R. M. Key (2013), Changes
in the Arctic Ocean CO2 sink (1996–2007): A regional model analysis, Global Biogeochem. Cycles, 27, 1108–1118,
doi:10.1002/2012GB004491.

1. Introduction
[2] The Arctic Ocean (nominally all the ocean area north

of 65ıN) and its surrounding land masses have shown
the most evident response to recent climate change. Arctic
Ocean sea surface temperature has increased [Steele et al.,
2008], sea ice thickness has decreased [Rothrock et al.,
2008; Giles et al., 2008], and sea ice area has declined
[Stroeve et al., 2007], especially during the summer months.
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In particular, sea ice area experienced a drastic reduction
during the last three decades, culminating with a minimum
area of 2.9 � 106 km2 at the end of the boreal summer of
2007, 47%, less than in 1980.

[3] Arctic Ocean sea ice area is an important factor for
pelagic marine ecosystems and for biogeochemical pro-
cesses because it regulates the amount of solar radiation
available for phytoplankton primary production and the area
of open water available for air-sea gas exchange. For exam-
ple, it has been estimated that from 1998 to 2006, the
primary production (PP) of the entire Arctic Ocean increased
by 12 � 107 g C a–1 due to the decline of the sea ice
area [Pabi et al., 2008]. Li et al. [2009] found detectable
changes in the Arctic Ocean pelagic ecosystem caused by
sea ice melt, upper ocean freshening, and enhanced strat-
ification, inducing an increase in smaller phytoplankton
cells, suited to stratified ocean conditions, relative to larger
diatoms. Kahru et al. [2011] used satellite-derived maps
of surface chlorophyll a concentration to show significant
trends toward earlier phytoplankton blooms in some regions
of the Arctic Ocean. Using a physical-ecological model of
the Arctic Ocean, Zhang et al. [2011] consistently estimated
a 50% PP increase in two decades because of declining
sea ice area. Evaluations of the current Arctic Ocean CO2
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sink have significant uncertainties, with recent estimates of
20–100 Tg C a–1 [McGuire et al., 2009] to 66–199 Tg C a–1

[Bates and Mathis, 2009] and 118 ˙ 7 Tg C a–1 [Arrigo
et al., 2011], based on interpretations and extrapolations
of in situ and remotely sensed data. Bates et al. [2006]
estimated that during the last three decades, Arctic Ocean
CO2 uptake might have increased from 24 to 66 Tg C a–1

because of the progressive decline of sea ice area observed
from space.

[4] The scarcity of direct observations, and a desire to
understand and predict Arctic Ocean ecosystem changes,
motivates the development and utilization of numerical
physical-biogeochemical models. Here we describe and use
a numerical model that explicitly represents both the physi-
cal processes of the ocean and sea ice and the biogeochem-
ical processes that determine the air-sea fluxes of CO2 in
order to assess recent changes in the Arctic Ocean CO2 sink.
We aim to address the following questions:

[5] 1. What was the average CO2 sink in the Arctic Ocean
during the 1996–2007 period?

[6] 2. What was the response of the Arctic Ocean CO2
sink to climate variability during the 1996–2007 period?

[7] 3. What was the response of the Arctic Ocean CO2
sink to the two events of sea ice area drastic reduction and
ocean warming in 2005 and 2007?

2. Methods
2.1. Regional Arctic Ocean Sea Ice Model

[8] This study is based on a regional Arctic Ocean con-
figuration of the Massachusetts Institute of Technology
general circulation model (MITgcm) [Marshall et al., 1997]
as described in detail in Losch et al. [2010] and pre-
viously used in the studies of Condron et al. [2009],
Manizza et al. [2009, 2011], and Nguyen et al. [2009,
2011]. The model has 50 vertical levels that vary from
10 m near the surface to 450 m near the ocean bottom,
horizontal grid spacing of 18 km, and open boundaries
at approximately 55ıN in the Atlantic and Pacific sectors.
Surface boundary conditions are calculated using the sim-
ulated ocean surface state (temperature and sea ice) and
a prescribed atmospheric state (2 m air temperature and
humidity, 10 m wind velocity, precipitation, and downward
longwave and shortwave radiation) from the National Cen-
ters for Environmental Prediction (NCEP)/National Center
for Atmospheric Research (NCAR) atmospheric reanaly-
sis [Kalnay et al., 1996]. Over open ocean, air-sea fluxes
are computed using the bulk parametrization of Large
and Yeager [2004]. A coupled dynamic/thermodynamic sea
ice model [Losch et al., 2010; Heimbach et al., 2010]
computes the evolution of sea ice cover area and thick-
ness according to the imposed atmospheric forcing and
the physical state of the underlying ocean. The ocean
model is initialized with the World Ocean Circulation
Experiment global hydrographic climatology [Gouretski and
Koltermann, 2004]. Sea ice initial conditions are from the
Pan-Arctic Ice-Ocean Modeling and Assimilation System
[Zhang and Rothrock, 2003]. The model is integrated for the
period 1992–2007, but this analysis focuses on the 1996–
2007 period in order to avoid the strongest upper ocean
initialization transients.

2.2. Ocean Biogeochemical Model
[9] The MITgcm ocean and sea ice model is coupled to

a simplified biogeochemical model, building on the work of
McKinley et al. [2004], that simulates the evolution of six
tracers: dissolved inorganic carbon (DIC), alkalinity (ALK),
dissolved oxygen (O2), dissolved organic phosphorus,
phosphate (PO4), and riverine dissolved organic carbon
(RDOC) (described in detail in Manizza et al. [2009, 2011]).

[10] In our model, the biological production organic
matter (B) is computed according to a simplified scheme
as follows:

B = ˛
I

I + KI

PO4

PO4 + KPO4

(1)

where ˛ = 0.5 �M P month–1 is the maximum net commu-
nity production and the half-saturation constants are KI =
30 W m–2 and KPO4 = 0.5 �M.

[11] This simplified scheme has been successfully used
in several modeling biogeochemical studies based on the
use of MITgcm [Verdy et al., 2007; Manizza et al., 2011;
Lauderdale et al., 2013] in different physical configurations.
In our model, the remineralization of RDOC impacts the
air-sea fluxes of CO2 (and hence the ocean carbon uptake)
due the explicit coupling of or the marine and terrestrial
carbon cycles as shown in our previous study [Manizza
et al., 2011].

[12] The initial field of PO4 was taken from finale states
of the previous model runs performed by using the Darwin
model [Follows et al., 2007] run in the same physical frame-
work and initialized with World Ocean Atlas (WOA) 2005
[Garcia et al., 2006]. Initial fields for DIC and ALK were
developed using empirical relationships between those vari-
ables and potential temperature and salinity in observed
vertical profiles (as described in Manizza et al. [2011]).
Initial fields of RDOC were taken from previously published
simulations [Manizza et al., 2009]. We generated boundary
conditions for PO4 from the WOA 2005 to impose at limits
of our model domain PO4 fields while we used the tem-
perature and salinity fields (used for the physical boundary
conditions) to infer the DIC and ALK boundary conditions
by using the same empirical relationships used for the ini-
tial conditions of the same variables as explained above and
used in our previous work [Manizza et al., 2011]. We impose
a time-varying partial pressure of atmospheric CO2, which
increases from approximately 354 to 386 ppm during the
1992–2007 simulation period, based on monthly averages
from NOAA’s Earth System Research Laboratory (http://
www.esrl.noaa.gov/gmd/ccgg/trends/). Though the simula-
tion begins in 1992, we analyze results from the period 1996
to 2007, to avoid some initial transients. The simulations
of the present-day distributions of the key biogeochemical
tracers were discussed in Manizza et al. [2011].

3. Results
[13] For this study, we not only carry out an analysis of

the pan-Arctic region (north of 65ıN) but we also examine
variations in nine Arctic Ocean sectors (Figure 1): (1) the
Greenland Sea, (2) the Barents Sea, (3) the Kara Sea, (4) the
Laptev Sea, (5) the East Siberian Sea, (6) the Chukchi Sea,
(7) the Beaufort Sea, (8) the Canadian Archipelago includ-
ing Baffin Bay, and (9) the central Arctic (all the ocean area
north of 82ıN).
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Figure 1. Map of the Arctic Ocean divided in the selected
sectors for the regional analysis. GS = Greenland Sea, BTS
= Barents Sea, KS = Kara Sea, LS = Laptev Sea, ESS = East
Siberian Sea, CS = Chukchi Sea, BFS = Beaufort Sea, CAB
= Canadian Archipelago and Baffin Bay, and CA = Central
Arctic.

3.1. Sea Surface Temperature (SST) and Sea Ice
Area Variability

[14] We start by characterizing the temporal variability of
two key physical drivers: SST and sea ice area.

[15] During the 1996–2007 period, the simulated annual
average SST shows a clear warming trend (0.04ıC a–1),
increasing from � -0.5ıC to �0ıC (Figure 2, right, fifth
panel, blue line). The simulated SST is compared to the
blended SST analysis of Reynolds et al. [2007], which shows
similar warming trends as those of the simulation (Figure 2,
right, fifth panel, red line). This model-data comparison
shows that the numerical model is able to realistically
reproduce observed interannual SST fluctuations during the
1996–2007 period. Note that there are very few direct obser-
vations of SST under sea ice. Therefore, in sea ice-covered
regions, a bias between simulation and the Reynolds et al.
[2007] analysis is to be expected: Simulated SST under sea
ice is based on the salinity-dependent freezing point of sea
water while the Reynolds et al. [2007] analysis uses a sea
ice concentration-dependent algorithm as a proxy for under-
ice SST. Figure 2 also shows a progressive warming in the
individual Arctic Ocean sectors, for example, the Barents,
Kara, Laptev, and East Siberian Seas. These regional warm-
ing trends generally coincide with a reduction in sea ice
area (Figure 3).

[16] The SST warming is accompanied by a progressive
reduction of sea ice thickness and of the area of the ocean
covered by sea ice. In the annual average, the simulated
oceanic area covered by sea ice is equal to�10 � 106 km2 in

1996, and it is reduced by 9.2 � 106 km2 in 2007 (Figure 3,
right, fifth panel). In order to evaluate the realism of the
physical model, we compared simulated sea ice concen-
tration to observations (Figure 3). Satellite data of sea ice
concentration from the bootstrap technique [Comiso et al.,
1997] was obtained on a 25 km horizontal grid from the
National Snow and Ice Data Center. The data-model com-
parison shows that our model captures fairly realistically
the interannual variations of the sea ice area although our
model (blue line) tends to overestimate the data values (red
line) in all the selected regions except in the central Arctic
Ocean. This data-model discrepancy occurs primarily during
the melt season, except in the Greenland Sea where the dis-
crepancy is primarily during winter months and advective
in nature. The main causes of the differences between sim-
ulated and observed sea ice concentration are discussed in
Nguyen et al. [2011] and will not be further investigated in
this study.

[17] Figure 2 also shows a progressive warming in the
individual Arctic Ocean sectors, for example, the Barents,
Kara, Laptev, and East Siberian Seas. These regional warm-
ing trends generally coincide with a reduction in sea ice area
(Figure 3) although our model seems to underestimate the
observed SST values.

3.2. Variability of Biological Production
[18] In part, temporal variability of the oceanic CO2 sink

is driven by the variability of primary production during the
phytoplankton growing season [Le Quéré et al., 2003] mod-
ulated in the Arctic Ocean by the extent of the sea ice area
which modulates the light available to support the photo-
synthetic activity [Pabi et al., 2008; Arrigo et al., 2008].
Our simplified biogeochemical model does not explicitly
compute primary production, and we evaluate surface Net
Community Production (sNCP) as a metric of the biological
pump and its interannual variations. A similar approach has
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Figure 2. Temporal changes of the annual average of SST
during the 1996–2007 period for the sectors of Figure 1 and
for the entire Arctic Basin. Blue and red lines indicate model
results and satellite-derived data, respectively. Units are ıC.
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Figure 3. Temporal changes of the annual average of sea
ice area during the 1996–2007 period for the sectors of
Figure 1 and for the entire Arctic Basin. Blue and red lines
indicate model results and satellite-derived data, respec-
tively. Units are km2.

been also been taken with in situ observations in the surface
ocean given that in the Arctic Ocean, autotrophic processes
dominate over heterotrophic respiration [Bates, 2006] during
the phytoplankton growing season, hence promoting a net
carbon influx into the surface Arctic waters.

[19] Integrated over the entire Arctic Ocean, there is
a clear increasing trend in simulated sNCP (Figure 4,
fifth panel), accelerated during the period 2004–2006, due

to the notable reduction in sea ice cover. This temporal
trend in modeled sNCP is qualitatively consistent with the
basin-scale increase in primary production evaluated from
remotely sensed data over the same period by Pabi et
al. [2008]. (A direct comparison is not possible since the
model does not resolve primary producers.) A finer scale,
regional analysis reveals some interesting patterns: In the
period 2004–2007, the simulated Kara Sea, East Siberian
Sea, and Chukchi Sea exhibit a clear increase in modeled
sNCP (Figure 4). This is also qualitatively consistent with
the increase in PP inferred by Pabi et al. [2008] in those
regions. In the case of Barents Sea, both modeled sNCP
and satellite-derived PP estimates also show the same trend
of increase although with some disagreement during 2001
and 2002.

[20] In the Laptev Sea, however, our model predicts an
increase in sNCP (Figure 4, right, second panel) due to
sea ice area reduction (Figure 3). Here the satellite-derived
estimates of PP [Pabi et al., 2008] do not show the same
clear change.

3.3. Carbon Pumps and CO2 Sink Variability
[21] While changes in sea ice area drive variations of

sNCP and the biological carbon pumps, changes in SST
affect the efficiency of the solubility pump of carbon. We
evaluate and separate the changes in modeled, surface ocean
pCO2 due to changes in SST and other processes using
the method of Takahashi et al. [2002] also adopted by
McKinley et al. [2006]. We calculate the pCO2 value depend-
ing on changes in SST (pCO2-SST) in the following way:

pCO2-SST = pCO�2 � e[a�(SST–SST�)] (2)

pCO2-nonSST = pCO2 � e[a�(SST�–SST)] (3)
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where a = 0.0423 �atm ıC–1, pCO�2 and SST� are pCO2 and
SST values averaged over the 1996–2007 period while SST
and pCO2 are the time-varying values. The non-SST-driven
changes reflect a combination of mechanisms including the
biological processes with some potential contribution from
entrainment and circulation. The separation of the two com-
ponents reveals that the nine selected sectors of the Arctic
Ocean show different responses to the progressive Arctic
climate warming.

[22] In the Greenland Sea and Barents Sea, the changes
in the solubility pump (red line) dictated by the SST vari-
ability dominate the changes in surface ocean pCO2 (blue),
although in both sectors there is a progressive increase in
the efficiency of the biological pump (green line) as pCO2 is
decreased (Figure 5, first panels) following the reduction in
sea ice area.

[23] In the Eurasian sector, the reduction of surface pCO2
is evident for the Kara and the Laptev Seas (Figure 5) where
the variability of sea ice area directly drives the biological
drawdown of CO2. This pattern is consistent with the trend
derived from the satellite-based observations [Rodrigues,
2008] although the time period simulated here is shorter. In
the East Siberian, Beaufort, and Chukchi Seas (Figure 5),
the total surface ocean pCO2 (blue line) is mostly driven by
the variations in the biological pump (green line) for most
of the simulation although in the last year (2007) the abrupt
SST warming promotes a clear switch to the dominance of
the solubility pump (red line) over the biological pump.

[24] In the Canadian Archipelago and Baffin Bay sec-
tor, the year 2004 corresponds to a switch between domi-
nance of the biological and solubility pumps: After 2004,
the biological pump dominates while prior to 2004 nei-
ther solubility nor biological forcing clearly dominates. In
the Central Arctic surface waters, total surface ocean pCO2

(blue line) reduction is driven by the progressive decrease
in DIC caused by the increasing efficiency of the biologi-
cal pump (green line) (Figure 5) due to the reduction in sea
ice area.

[25] If we consider the entire Arctic Ocean (� 65ıN),
the surface pCO2 decomposition shows a clear divergence
in the trend of the biological and solubility pumps with
a dominance of the first given that the resulting trend
is a net and progressive decrease of the surface ocean
pCO2 (blue line) from 270 to 265 �atm (Figure 5, right,
fifth panel).

[26] Changes in surface ocean pCO2 in the selected loca-
tions of the Arctic Ocean directly drive temporal variations
in the CO2 sink for the 1996–2007 period. The sea ice area
reduction causes an increase in the CO2 sink of the Kara Sea
that has its own maximum value in 2006 (�10 Tg C a–1,
Figure 6). In the East Siberian, Chukchi, and Beaufort Seas,
however, the progressive increase in CO2 oceanic sink cul-
minates in 2007 (Figure 6) and corresponds to the second
and more drastic reduction in sea ice area with values of
oceanic CO2 sink of �1.3, �3, and �2 Tg C a–1, respec-
tively. The Beaufort Sea shows an increase in the oceanic
CO2 sink during the final part of the simulation (2004–2007)
driven by the reduction of sea ice area showing a clear
dominance of the perturbation of biological pump over the
solubility pump (Figure 6, left, fourth panel).

[27] Looking at the basin-scale change, the simulated
Arctic Ocean CO2 sink shows an increase from �50 Tg C
yr–1 (1996) to 65 Tg C a–1 (2007) with an average CO2 sink
of 58˙6 Tg C a–1 (Figure 6, right, fifth panel). It is interest-
ing to note that the maximum CO2 sink occurs in the year
2005 although the decrease in sea ice area is larger in 2007
than 2005. This would suggest that transitioning from 2004
to 2005, the drastic reduction in sea ice area (Figure 3) boosts
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the efficiency of the biological pump that is favored by more
areas of open water.

[28] This enhanced biological pump overcomes the reduc-
tion of the efficiency of the solubility pump due to the
increase in SST from 2004 to 2005. With a further reduction
in sea ice area from 2006 to 2007, however, the enhance-
ment of the biological pump is not enough to counteract the
solubility effect that lowers the capacity for CO2 uptake of
the entire Arctic Ocean.

[29] We computed the anomalies of SST, sea ice area,
and ocean CO2 sink for 2005 and 2007 subtracting from
the annual average of each of these diagnostics the aver-
age value for the 1996–2007 period. As expected, the East
Siberian and Chukchi Seas show signs of change although
they reveal, on annual average, anomalies of both ingassing
and outgassing in correspondence to areas of reduction of
sea ice area (Figure 7, middle panels) that mainly corre-
spond to warming SST anomalies (Figure 7, top panels). The
anomalies in the East Siberian and Beaufort Seas correspond
to an enhancement of the CO2 uptake while the Chukchi Sea
shows a CO2 outgassing anomaly close to the Bering Strait
and a CO2 uptake anomaly on the shelf area inside the Arctic
Ocean (Figure 7, bottom panels).

[30] In 2005, the Kara Sea, part of the Barents Sea, and
the Greenland Sea show a positive anomaly of the CO2 sink
indicating an enhanced CO2 uptake for that year. The rest
of the Barents Sea, however, shows an anomaly of CO2
outgassing for the same year.

[31] In 2007, ingassing and outgassing anomaly patterns
are similar to 2005 although the East Siberian Sea out-
gassing anomaly is larger (Figure 7, bottom panels) showing
that the anomaly of the solubility pump dominates over
the anomaly associated to the biological pump associated

with sea ice area reduction. The outgassing anomaly in
the Barents Sea, however, becomes larger, and the CO2
ingassing area expands in the Greenland Sea too.

[32] These anomalies then would explain why in 2007,
although the sea ice area was less than in 2005, the CO2
sink is not the largest value of the simulated period. In
fact, these results would also highlight the importance of the
Barents Sea and solubility processes at regulating the basin-
scale Arctic Ocean CO2 sink. Nevertheless, this difference
at basin scale should be treated with caution given that the
sea ice area minimum in 2007 was underestimated by our
sea ice model.

[33] The decomposition of the different components of
the surface ocean pCO2 gave us important information on
the role of the solubility and the biological pumps and their
temporal changes. However, no information was provided
on the role of vertical mixing (and its temporal changes)
at driving the changes in surface ocean pCO2 and hence
CO2 sink of the Arctic Ocean. In order to indirectly address
the role of physical ventilation, we show the temporal evo-
lution of the mixed layer depth (MLD; in this case, we
approximate the planetary boundary layer computed by our
model according to Large and Yeager [2004] to the oceanic
mixed layer depth) in all the sectors of the Arctic Ocean
(Figure 8). For some sectors of the Arctic Ocean, especially
in the final part of our simulation (2004–2007), the pro-
gressive reduction of the sea ice area is accompanied by
a deepening of the MLD, especially for the entire Arctic
Ocean (Figure 8, right, fifth panel). This would suggest
that the decrease in sea ice cover would cause a MLD
deepening (via wind-driven mixing) that would in theory
promote the entrainment of DIC-rich water into the upper
ocean and hence lower the potential CO2 uptake of the
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Figure 7. Anomalies of annual mean (top) SST, (middle) sea ice area, and (bottom) CO2 air-sea
fluxes for year (left) 2005 and (right) 2007. Units are from top to bottom ıC, percent, and gC m–2 a–1,
respectively.

Arctic Ocean. However, the progressive decrease in surface
ocean pCO2 (Figure 5, right, fifth panel) and the progressive
increase in CO2 uptake (Figure 6, right, fifth panel) shown
by our model would suggest that the effect of increased
vertical mixing would be a second order effect while the
enhancement of the biological carbon pump would be
the dominant mechanism driving ocean CO2 uptake by the
Arctic Ocean.

[34] Furthermore, in order to quantify the difference in
carbon uptake in the Arctic Ocean due to the effect of

increasing concentration of carbon dioxide, we carried out a
second simulation where we kept fixed at 354 ppm, the value
corresponding to the average of year 1992, the initial date
of our numerical experiments. The comparison of the two
different simulations (results not shown here) reveals that
first, the difference in carbon uptake for each year is almost
negligible and second, that therefore the changes due to the
variation of sea ice area are more important than the increase
in atmospheric CO2 per se to drive the interannual changes
in carbon uptake of the Arctic Ocean.
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Figure 8. Temporal evolution of annual average of the mixed layer depth in the nine selected sectors and
in the Arctic Ocean computed by the physical ocean model for the period 1996–2007. Units are meters.

4. Discussion and Conclusions
[35] We have used a physical-biogeochemical model of

the Arctic Ocean forced by the NCEP/NCAR atmospheric
reanalysis in order to explore the mechanisms behind
the recent changes in the ocean CO2 sink for a period
(1996–2007) characterized by drastic sea ice area reduc-
tion. The results show increasing sea surface temperature
(SST, Figure 2) and decreasing sea ice area (Figure 3) con-
sistent with observations although with some discrepancies.
The progressive sea ice area reduction promotes a marked
increase in the simulated productivity that is consistent with
satellite-derived estimates of primary production for those
waters. This promotes a larger oceanic CO2 sink due to
larger areas of the ocean available for biological drawdown
of DIC.

[36] New ice-free areas, however, experience warmer
SST, which partially offsets the increased biological sink of
CO2. Our estimates are within the range proposed by pre-
vious studies based on in situ oceanic observations and on
satellite retrievals. Bates et al. [2006] estimated that during
the last three decades, the Arctic Ocean increased its CO2
sink by 24 to 66 Tg C a–1. This implies that the CO2 sink
increased at a rate of 1.4 Tg C a–1. For the 1996–2007 period,
this model estimates a time-mean CO2 sink of 58 Tg C a–1,
which increases at a rate of 1.4 Tg C a–1. Both the time-mean
and the rate of increase of the simulated CO2 sink are consis-
tent with the estimates of Bates et al. [2006] and with a more
recent budget with a higher upper limit (66–199 Tg C a–1)
proposed by Bates and Mathis [2009].

[37] Arrigo et al. [2011] proposed an estimate of
137 Tg C a–1 for the months when the sea ice is melting
(April to September). It is interesting to note that in the study
of Arrigo et al. [2011], the mean values of the Eurasian areas
are remarkably larger than our estimates. They reported
estimates of ocean CO2 uptake of 12˙3.5 Tg C a–1 for

the Kara Sea, 9.6˙3.5 Tg C a–1 for the Laptev Sea, and
5.6˙2 Tg C a–1 for the East Siberian Sea while for the
same areas our simulation results are 5.4˙2.1, –0.7˙0.2
(ocean CO2 outgassing), and 0.6˙0.3 Tg C a–1, respectively
(Table 1). This large discrepancy in the Laptev Sea may be
due to the fact that Arrigo et al. [2011] excluded the near-
shore values of DIC in their diagnostic methodology, while
we explicitly modeled the influence of remineralized carbon
of terrestrial origin in coastal waters. As a direct conse-
quence of this land-ocean coupling, simulated surface ocean
pCO2 [Manizza et al., 2011] in proximity to the Siberian
river mouths is substantially larger (by 100–150 �atm) than
those reported for these shelf regions by Arrigo et al. [2011].
The estimates of ocean CO2 sink and of surface ocean pCO2
derived in this study for these three regions are more consis-
tent with those reported by Bates and Mathis [2009], which
are based on in situ observations, suggesting that the explicit
modeling of this biogeochemical mechanism is an important
component of the Arctic Ocean carbon cycle.

Table 1. Summary of CO2 Sink for the Different Sectors of the
Arctic Ocean and Their Relative Areaa

Sector Area (106 km2) CO2 Sink (Tg C a–1)

Greenland Sea 2.3 23˙2.3
Barents Sea 1.4 24˙1.2
Kara Sea 1.3 5.4˙21.
Laptev Sea 1.0 -0.7˙0.2
East Siberian Sea 1.0 0.6˙0.3
Chukchi Sea 0.95 2.3˙0.6
Beaufort Sea 1.1 0.9˙0.5
Can. Arch. and Baffin Bay 2.0 2.2˙0.3
Central Arctic 2.4 0.5˙0.2
Arctic Ocean 13.4 58.2˙6

aPositive values indicate ocean CO2 uptake.
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[38] We also report a discrepancy in the Canadian
Archipelago-Baffin Bay and Central Arctic sectors between
our estimates and those proposed by Bates and Mathis
[2009]. For these regions, it is extremely difficult to have a
meaningful comparison because of the severe lack of data. In
fact, Bates and Mathis [2009] proposed estimates based on
either a very limited data set (Central Arctic) or on extrapo-
lations based on estimates for the adjacent Beaufort Sea. For
the Beaufort Sea, our estimates (0.9˙0.5 Tg C a–1) are rel-
atively close to those proposed by Bates and Mathis [2009]
(2 Tg C a–1) but smaller than those worked out by Arrigo et
al. [2011] (10 Tg C a–1). For the Chukchi Sea, the estimates
proposed by Bates and Mathis [2009] (11–53 Tg C a–1) are
far greater than in this study (2.3 Tg C a–1) or than Arrigo et
al. [2011] (9.6 Tg C a–1).

[39] Our model results suggest that the generally held
view that a reduced sea ice area would directly translate
into lager CO2 sink is not always correct. Slagstad et al.
[2011] proposed that a future ice-free Arctic will increase its
basin-scale production. The potential mismatch between the
response of ocean productivity and ocean carbon sink to the
same event of drastic sea-ice loss can be due to the complex
response of the upper ocean carbon chemistry, which also
depends on the changes in temperature and salinity [Zeebe
and Wolf-Gladrow, 2003]. In fact, the maximum oceanic
CO2 sink occurs in 2005 and not in 2007 even though sea ice
area is lower in 2007 than in 2005.

[40] Although the simulation results obtained in this
study show values of CO2 sink mostly comparable to
other independent observation-based studies, the following
caveats must be kept in mind.

[41] First, our model also uses PO4 as the only limit-
ing nutrient although field data would suggest that nitrogen
is the major limiting nutrient for Arctic Ocean productivity
[Tremblay et al., 2006]. Our choice was dictated by the
fact that using PO4 would avoid the full representation of
the ocean nitrogen cycle including the processes of both
denitrification and nitrogen fixation. In the Arctic Ocean,
most of denitrification occurs in the sediments of the con-
tinental shelves [Devol et al., 1996] and given that we did
not include in our model any sedimentary compartment we
could not have any representation of this process in our
study. Nevertheless, the model adopts Redfield ratio assum-
ing that changes in the nitrogen pool are mirrored by the
phosphorus pool.

[42] Second, the biogeochemical model used for this
study lacks a complete representation of the ecosystem
dynamics and explicit plankton functional types that can
have a different response to ocean climate warming, with
potential consequences for the export of carbon and hence
the CO2 sink [Bopp et al., 2005; Li et al., 2009; Manizza et
al., 2010; Follows and Dutkiewicz, 2011]. The observed and
simulated SST warming trend, if continuing, could poten-
tially influence the metabolism of planktonic organisms,
boosting the processes of both photosynthesis (and hence
primary production) [Eppley, 1972; Antoine and Morel,
1996] and heterotrophic respiration. This could then gener-
ate potential shifts in the current metabolic state of the Arctic
Ocean with important implications for carbon uptake.

[43] Third, the model-data comparison relative to sea ice
area shown in section 3.1 indicated that our model overesti-
mates the amount of sea ice area in most of the regions of the

Arctic Ocean when compared to satellite-derived data. This
bias would imply that our biogeochemical model also under-
estimates the CO2 sink of the Arctic Ocean for the simulated
period. Nevertheless, we have also shown in our study that
the interplay between sea ice reduction and SST warming
is more important than simple sea ice reduction in driving
the total CO2 sink of the Arctic Ocean. Furthermore, as pre-
viously shown in section 3.1, the major difference between
model and data of sea ice area (not shown here) is the timing
of spring melting [Nguyen et al., 2011] that could poten-
tially impact the seasonal cycle of NCP , surface nutrient
exhaustion, and hence the ocean CO2 uptake due to action of
the biological pump. Although the sea ice concentration bias
should be kept in mind, the main results of this study pertain
to the complex interplay of multiple processes responsible
for driving air-sea CO2 exchange in the Arctic Ocean. The
same principle could be also valid for the SST model-data
mismatch that would impact the efficiency of the solubility
pump and its temporal variability. In fact, if our model shows
an underestimation of the SST at basin scale (Figure 2, right,
bottom panel), one should bear in mind that our model is also
likely to overestimate the strength of the solubility pump of
the Arctic Ocean in our numerical simulations.

[44] Fourth, the Arctic Ocean, especially in the Eurasian
shelf and in the Central Arctic, is poorly covered with obser-
vations, both physical and biogeochemical, so that it is
difficult to evaluate model results, especially during winter
months.

[45] Fifth, the particular ocean and sea ice model config-
uration that we used for this study had not yet been adjusted
to represent ocean circulation and sea ice area as accurately
as done in Nguyen et al. [2011]. In particular, this simula-
tion has more sea ice area that the observed 2007 minimum,
which impacts estimates of Arctic Ocean CO2 sink.

[46] Although the results presented herein can be
improved in many ways, they nevertheless provide a sen-
sitivity study for the possible future response of the Arctic
Ocean to increased atmospheric CO2 concentration and
associated warming. Some of the state-of-the-art coupled
climate models predict that in a few decades the Arctic
could be completely ice free during the summer [Holland
et al., 2006]. This scenario implies a potential increase in
oceanic CO2 uptake in this region, although many different
and competing processes might occur at the same time, as
shown in this study.

[47] A factor that can slow down a progressive CO2
uptake would be the exhaustion of macronutrients in the
euphotic zone. In our study, none of the sectors of the Arctic
Ocean experienced phosphate limitation (not shown here) in
spite of the progressive increase in the activity of the bio-
logical pump. Nutrient depletion is more likely to happen on
the Eurasian Shelves and in the Central Arctic Ocean, where
concentrations are lower than in the Western sector due to
influx of waters of Pacific origin through the Bering Strait
[Bates, 2006].

[48] Slagstad et al. [2011] showed that in the East
Siberian Sea, the more drastic scenario of sea ice area reduc-
tion could reduce the amount of nitrate but not yet to cause a
total depletion in the euphotic zone. Their results, however,
were obtained from 4 year simulations where the long-
term effect of that climatic state could not be realistically
explored. In an ice-free Arctic Ocean during summer, some
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areas could experience an unprecedented and intensified
wind-driven mixing that could replenish the mixed layer
with nutrients [Carmack and Chapman, 2003] and sus-
tain primary production for periods longer than current
climate conditions.

[49] Vaquer-Sunyer et al. [2010] showed that the respi-
ration rate of planktonic communities responds to increased
temperature more markedly during spring and summer than
during winter. Spring and summer are the periods when
the sea ice melts and the Arctic Ocean normally takes up
CO2 from the atmosphere, suggesting that the water tem-
perature increase could be an important factor for the future
metabolic state of the Arctic Ocean. Furthermore, Kritzberg
et al. [2010] showed that large increases in water temper-
ature can impact the balance of processes carried out by
Arctic marine bacteria. These recent results would suggest
that in order to correctly predict the future carbon sink
of the Arctic Ocean, ocean biogeochemical models should
include these processes with explicit planktonic and bacte-
rial dynamics.

[50] In our simulation, we imposed the same seasonal
cycle of biogeochemical properties for each simulated year
at both Pacific and Atlantic open boundaries. The biogeo-
chemical changes of the future Arctic Ocean could also
depend on the impact of anthropogenic climate change influ-
encing the biogeochemical processes upstream of the Arctic
in the subpolar North Atlantic and Pacific Oceans. For
instance, the strengthening of biological pump in the subpo-
lar North Pacific due to ocean climate warming [Bopp, 2001;
Sarmiento et al., 2004] might cause a reduction in the flow
of macronutrients through the Bering Strait that normally
supports the ecosystems of the Chukchi Sea, Beaufort Sea,
Canadian Archipelago, and down to Baffin Bay.

[51] The future development and use of complex
ocean ecosystem-biogeochemical models embedded in high-
resolution ocean circulation models is critical to understand
and quantify the impact of climate change on the complex
interactions that regulate the biogeochemical functioning,
not only of the Arctic Ocean but also of the subarctic
regions of the Atlantic and the Pacific Oceans, which are
interconnected through this key polar region.
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